
Periodicity detection in the broad line and continuum 
light curves of active galactic nuclei

A. Kovačević1, L. Č. Popović1,2, D. Ilić1

1 Department of astronomy, Faculty of Mathematics, University of Belgrade, Serbia
2 Astronomical Observatory Belgrade, Serbia

Saturday, June 1, 19



symmetry in time

• extracting energy from environment: 
oscillators and generators, heartbeats

• bearing information: i.e circular orbit or 
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1. Introduction 1.2. AGN VARIABILITY

Figure 1.5.: Representation of AGN light curves at di�erent time scales.

di�erents timescales (Fahlman & Ulrych 1975, for decades light curve; Peterson et
al. 1994, for years; Clavel et al. 1991, for months; Korista et al. 1995, for weeks;
Edelson et al. 1996, for days). The Figure 1.5 shows a synthetic light curves in
order to illustrate the variability on various timescales, from decades to days. The
Top LC shows di�erent pattern than the other three, it can seems that it fluctuate
almost randomly. Over less than years time scales there no exist typical timescale
variability and variations appears to be self-similar or fractal.
The di�erence between low energy and high energy AGNs is that in high energies
where the response of variations is faster. At low- obscuration hard X-ray variations
are also seen. The variations appears to be aperiodic with variable amplitude that
seems to be inversely correlated with the luminous source. Optical continuum vari-
ations appear to be related to instabilities in the colder optically thick parts of the
disk corona.Netzer (2013).

It is important to remark that Emission Line and continuum variations are strongly
correlated. A pattern is present in between line and continuum in increasing and
decreasing luminosity, meaning that the responsible for the source of ionization and
the heating of the broad emission line gas is the central ionizing continuum. The
di�erence of the time response by a photon of continuum crossing the broad line re-
gion cloud becoming an emission line by photo-ionization and recombination and the
continuum of photons which didn’t interact with the cloud provide us a estimation
of the size Broad Line Region(this is the simple model’s explanation). Long camp-
ing provide us information about the ionization, gas distributions and kinematics of
the gas. This di�erence in time is so called time lags between line and continuum
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to the equations of motion displaying time-reversal symme-
try, a symmetry that seems to live at the foundations of all
the basic laws of physics. Our goal here is to argue that the
puzzling validity of this gap paradigm has something to do
not only with the fact that black holes are simple objects and
thus should at some level display a time-reversal symmetry,
but also with the fact that their in"uence is su#ciently
dominant that evidence of this symmetry is actually visible
in the distribution of active galaxies over time. We argue this
by highlighting the presence of symmetries in the model for
active galactic nucleus energy generation that are reminiscent
of those in the basic laws of physics, suggesting that the
presence of such symmetries in black hole astrophysics is
a sign of the tight coupling that exists between black holes
and the large-scale host galaxy. By analogy with the damped
harmonic oscillator, we describe how accretion and jets in
the gap paradigm appear to conspire to break the time-
reversal symmetry in the theory but in a mild enough
form that the symmetry remains visible. We accomplish this
by illustrating how the character of the so-called jet-disk
connection—a currently unsolved and strongly debated issue
in astrophysics—subsumes the role of friction in damping
the harmonic oscillator-like behavior that is evident in the
basic physics of jet power. In Section 2we provide an elemen-
tary description of time-reversal symmetry; in Section 3 we
present our hybrid numerical/analytic solution upon which
we show how the gap paradigm appears to incorporate the
time-reversal symmetry; and, in Section 4, we conclude.

2. Time-Reversal Symmetry of
the Basic Laws of Physics

Time-reversal symmetry is easily and straightforwardly
described in terms of the classic, nonrelativistic, simple
harmonic oscillator, whose world line is plotted in Figure 1.
By adopting the origin as initial condition, the symmetry is
directly manifest; namely, there is degeneracy in the choice
of positive or negative times in modeling the evolution of
the oscillator. 'e dynamics is toward equilibrium either
way. Hence, the solution displays time-reversal symmetry.
More generally, and without reference to initial conditions,
describing the dynamical evolution of the oscillator can
be accomplished by adopting either positive or negative
time. But, by introducing damped motion, we can break the
symmetry in time (Figure 2). Since the energy of the oscillator
is proportional to the square of the amplitude, this means
that time symmetry-breaking is equivalent to a damping or
an energy loss on the part of the oscillator.

Hence, friction produces the past/future asymmetry
familiar from direct experience. Note that although the
symmetry can be broken in ways that make it di#cult to
recognize or reconstruct from the complications of damped
world lines, it is there nonetheless. And, of course, the
more dramatic and complex the nature and magnitude of
the damper, the more complex the task of identifying the
original symmetry. Since astrophysics deals with the myriad
complexity of di(erent types of matter in the Universe, the
whole shebang of scratching boards, so to speak, one might
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Figure 1: Position versus time for the simple harmonic oscillator.
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Figure 2: Damped harmonicmotion with the amplitude decreasing
in time illustrating the time asymmetry of a Universe with friction.

expect the real world to produce a complex enough damping
that any symmetry becomes di#cult or impossible to identify.
But this is simply a well-motivated assumption. In the next
section we describe the basic elements of the gap paradigm,
highlighting the visibility of both the apparent damping and
the underlying symmetry. 'e point of this, again, is to
illustrate a surprising connection between the properties and
evolution of matter on large scales and the symmetries in
the basic laws of physics that appear to be re"ected in the
behavior of matter on large scales, that is, that fundamentally
simple physical systems, such as classical black holes, leave
traces of their simplicity on large scales.

3. Symmetry-Breaking in Black Hole
Astrophysics: The Gap Paradigm

'e gap paradigm combines three independent theoreti-
cal constructs into one global phenomenological model.
'e most fundamental one involves the physics of energy
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expect the real world to produce a complex enough damping
that any symmetry becomes di#cult or impossible to identify.
But this is simply a well-motivated assumption. In the next
section we describe the basic elements of the gap paradigm,
highlighting the visibility of both the apparent damping and
the underlying symmetry. 'e point of this, again, is to
illustrate a surprising connection between the properties and
evolution of matter on large scales and the symmetries in
the basic laws of physics that appear to be re"ected in the
behavior of matter on large scales, that is, that fundamentally
simple physical systems, such as classical black holes, leave
traces of their simplicity on large scales.

3. Symmetry-Breaking in Black Hole
Astrophysics: The Gap Paradigm

'e gap paradigm combines three independent theoreti-
cal constructs into one global phenomenological model.
'e most fundamental one involves the physics of energy
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just the second law of thermodynamics. But the fact that so
much of that decay can be traced back to black hole details
is worth emphasis. In other words, energetic processes are
expected to decay in time as their complex dynamics satisfy
the second law of thermodynamics. But, again, one expects
the complex nature of astrophysical processes to reveal or
re"ect little of the underlying simplicity of the basic physical
processes. Yet, in this model, Figure 5 is both a statement of
the time evolution of active galaxies as a whole and of the
black hole engine, two macroscopic realms separated by an
enormous gap in scales that in turn seem to share the same
simple damped oscillator description. Notice that the power
generated by the accretion disk is! = (#$2% ) '(') , (11)

where $ is the mass of the black hole, % is its radius,
and '(/') is the accretion rate. Producing time-reversal
symmetry in the above expression requires the symmetry to
appear in the accretion rate. But no such expectation exists,
of course, as accretion rates simply die down with time as the
available reservoir of matter drops. But even if we impose a
constant source of matter and assume a constant accretion
rate, the conversion of gravitational potential energy into
radiation and magnetic $elds is an inherently irreversible
process. %e expectation, more generally, is that any astro-
physical process—not only accretion—should display this
irreversibility. While the symmetry in the black hole engine
itself may not completely surprise, observational evidence
of such symmetries in the distribution of active galaxies
should. And this work is an attempt to highlight that fact. In
other words, from the perspective of the gap paradigm, the
observational fact of a distribution of active galaxieswith FRII
quasars at highest average redshi&, FRI radio galaxies at lower
average redshi&, and smaller-sized radio quiet accreting black
holes at lowest redshi& re"ects the simple, visible, symmetry-
breaking of the black hole engine.

4. Conclusions

%is work identi$es a time symmetry in the black hole power
extraction of the gap paradigm, tempered by the presence of
accretion.While the symmetric component is associatedwith
magnetic $elds threading the black hole itself, the damping
mechanisms of accretion are, of course, external to the black
hole. %e point, however, is that they operate on distance
scales that are on the order of a few tens of gravitational
radii or less which means they are mechanisms that are
provincial to the black hole, very much associated with the
activity of the black hole itself and not with the large-scale
galaxy. However, despite damping mechanisms that locally
in"uence the black hole environment and that one might
expect would quickly produce large gradients in entropy, the
symmetry of the black hole surprisingly appears to survive
not only locally but on large scales in the distribution of active
galaxies as a whole.%is generates a twofold suggestion, one
in black hole astrophysics which is that black holes matter
more to galaxies than currently appreciated and the other

in theoretical physics which is that as a discipline black hole
astrophysics is more fundamental than heretofore realized.
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Light curvesOscillations in the light curves of 5 type 1 AGN 3

Table 1. AGN sample for testing periodic variability. Columns are: object name, AGN type, redshift, total period of monitoring programs, the combined light
curve, mean sampling of the combined light curve, excess variance of the combined light curves, literature from which combined light curves were compiled.

Object name Type z Period CLC Sampling EV Referencea

(days)

3C 390.3 BLRG 0.056 1994-2014 Continuum 5100 Å 11.6 0.1623 1, 2, 3, 4, 5
H↵ 34.5 0.1055
H� 20.5 0.1099

1978-1996 Continuum 1370 Å 64.4 0.1737 6, 7
Ly↵ 64.4 0.2539
CIV 64.4 0.2167

Arp 102b LINER 0.024 1987-2010 Continuum 6200 Å 78.1 0.0080 8, 9
H↵ 77.0 0.0245

Continuum 5100 Å 73.0 0.0073 8
H� 60.0 0.0090 8

NGC 4151 Seyfert 1 0.003 1993-2006 Continuum 5100 Å 16.1 0.2847 10,11, 12
1986-2006 H↵ 39.6 0.0740
1993-2006 H� 19.2 0.1367

NGC 5548 Seyfert 1 0.017 1972-2015 Continuum 5100 Å 6.9 0.0648 13
H� 11.2 0.0917

E1821+643 Quasar 0.297 1990-2014 Continuum 5100 Å 68.4 0.0357 14
H� 68.4 0.0049

Continuum 4200 Å 114.9 0.0359
H� 114.9 0.0356

a (1) Dietrich et al. (1998), (2) Shapovalova et al. (2010a), (3) Dietrich et al. (2012), (4) Sergeev et al. (2011), (5) Afanasiev et al. (2015), (6) Wamsteker
et al. (1997), (7) O’ Brien et al. (1998), (8) Shapovalova et al. (2013), (9) Sergeev et al. (2000), (10) Kaspi et al. (1996), (11) Shapovalova et al. (2010b),
(12) Bon et al. (2012), (13) Bon et al. (2016), (14) Shapovalova et al. (2016).

Figure 1. Combined light curves of Arp 102B covering the period
of 1987 - 2010. From top to bottom: continuum flux at 6200 Å (94
points), H↵ and H� line fluxes (110 and 141 points respectively), and
continuum flux at 5100 Å (116 points). The continuum fluxes are in
units of 10�15ergs s�1 cm�2Å�1, and the line fluxes are in units of
10�13ergs s�1 cm�2. Observations from different campaigns are marked
by different colors given in legend on the second subplot from the top.

frequency, phase, etc.). However, problems we are encountering are
detection of a periodic signal in light curves when we do not know
a priori that such signal exists or about its characteristics.

To address such situation, we proposed a hybrid method to
detect unknown weak periodic signals in the AGN light curves,
which is a modification of the recently proposed timing meth-

Figure 2. Combined light curves of 3C 390.3 covering the period of 1995
- 2014. From top to bottom: continuum flux at 5100 Å (630 points), H↵
and H� line fluxes (212 and 356 points, respectively).The continuum flux
is in units of 10�15ergs s�1 cm�2Å�1, and the line fluxes are in units of
10�13ergs s�1 cm�2. Observations from different campaigns are marked
by different colors given in legend on the second subplot from the top.

ods used in geophysics (Pering et al. 2014) and acoustics re-
search (Yang & Tse 2005). Pering et al. (2014) method identi-
fies the fundamental frequencies of transient oscillations in two
time series by means of Spearman’s rank correlation coefficient
analysis of CWT of used data. Their approach is a fusion of the
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Oscillations in the light curves of 5 type 1 AGN 3

Table 1. AGN sample for testing periodic variability. Columns are: object name, AGN type, redshift, total period of monitoring programs, the combined light
curve, mean sampling of the combined light curve, excess variance of the combined light curves, literature from which combined light curves were compiled.
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frequency, phase, etc.). However, problems we are encountering are
detection of a periodic signal in light curves when we do not know
a priori that such signal exists or about its characteristics.

To address such situation, we proposed a hybrid method to de-
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in geophysics (Pering et al. 2014) and acoustics research (Yang
& Tse 2005). Pering et al. (2014) method identifies the funda-
mental frequencies of transient oscillations in two time series by
means of Spearman’s rank correlation coefficient analysis of CWT
of used data. Their approach is a fusion of the CWT analysis (suited
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Figure 3. Combined light curves of NGC 4151 covering the period of 1993
- 2010. From top to bottom: continuum flux at 5100 Å (283 points), H↵
and H� line fluxes (168 and 238 points, respectively). The continuum flux
is in units of 10�14ergs s�1 cm�2Å�1, and the line fluxes are in units of
10�12ergs s�1 cm�2.Observations from different campaigns are marked
by different colors given in legend on the second subplot from the top.

for investigation of transient or unstable periodic phenomena), and
Spearman correlation technique that accounts for non-linearity and
variable amplitude of the wavelet coefficients.

To account for the irregular sampling in our data sets, we
use Gaussian process regression (GP), an approach that has been
applied successfully in recent stochastic simulation/interpolation
studies which quantified variability of quasar light curves with ar-
bitrary sampling (see Pancoast et al. 2015a,b; Grier et al. 2017, and
references therein). Beside the interpolation between data points,
GP also makes self consistent estimates and allows us to incorpo-
rate the measurement errors while making minimal assumptions
about the exact form of activity of the object. It allows for a more
flexible model which capitalizes on the data available and can
model subtle but important differences within the data. To compen-
sate the heavy influence of the recent data which are better sampled,
we interpolated AGN light curves by means of GP obtaining 1-day
sampled light curves. This time interval is short enough in compar-
ison to the long-term periods (years) and thus can barely perturb
the long-term variations. The GP approach is based upon choice
of a kernel. For the calculations shown here, we utilized Ornstein-
Uhlenbeck (OU) kernel, since sometimes it is a good descriptor of
quasar variability (see Zheng et al. 2016, and references therein).
As a caution, we should note that OU (or damped random walk)
may not be ideal for Seyferts or for all frequencies. For example
Mushotzky et al. (2011) showed that the steep power spectra are in-
consistent with the damped random walk, which is also confirmed
in the analyses by Kozlowski. (2017) and Guo et al. (2017). For
details about OU covariance function (kernel) see Kovačević et al.
(2017, and references therein). Moreover, as the light curves seem
to be sparsely sampled over long monitoring time, we show the ex-
amples of comparison between the GP interpolated and observed
light curves in Fig. 4. To exhibit parallels between fitted models,
the observed curves were normalized to maximal flux.

Instead of calculation of CWT coefficients of the time series,
our method determines bandpass envelope of given curves based
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Figure 4. Examples of the comparison between the GP posterior mean
(solid line) and observed light curves (dots) for the five objects. Names of
the objects and light curves are given in each subplot.

on the complex Morlet wavelet function. Yang & Tse (2005) have
shown in acoustic analysis that this approach substantially miti-
gates overlapping and noise-induced signal. We choose the com-
plex mother wavelet function because it possesses two degrees of
freedom (its real and imaginary part) to probe for structure in the
time series. The complex Morlet wavelet transform of time series
x(t) at an arbitrary scale a and for translational parameter b can be
formulated as (Yang & Tse 2005)

CWT(a, b) =
1p
2⇡a

Z +1

�1
x(t)e[(t/b)

2/a/2]�2

e

i!(t�b)/a
dt

(1)
where i =

p
�1, ! is frequency of the wavelet function and �

is parameter controlling the wavelet function’s shape. Physically,
CWT(a, b) is the energy of x(t) in scale a at time t = b. Then the
envelope (env(a, b)) of the wavelet coefficients are given by the
following metric expression (Yang & Tse 2005)

env(a, b) =
p

Re[(CWT(a, b))2] + Im[(CWT(a, b))2] (2)

where Re, Im stand for the real and the imaginary part of a given
CWT.
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Figure 3. Combined light curves of NGC 4151 covering the period of 1993
- 2010. From top to bottom: continuum flux at 5100 Å (283 points), H↵
and H� line fluxes (168 and 238 points, respectively). The continuum flux
is in units of 10�14ergs s�1 cm�2Å�1, and the line fluxes are in units of
10�12ergs s�1 cm�2.Observations from different campaigns are marked
by different colors given in legend on the second subplot from the top.

for investigation of transient or unstable periodic phenomena), and
Spearman correlation technique that accounts for non-linearity and
variable amplitude of the wavelet coefficients.

To account for the irregular sampling in our data sets, we
use Gaussian process regression (GP), an approach that has been
applied successfully in recent stochastic simulation/interpolation
studies which quantified variability of quasar light curves with ar-
bitrary sampling (see Pancoast et al. 2015a,b; Grier et al. 2017, and
references therein). Beside the interpolation between data points,
GP also makes self consistent estimates and allows us to incorpo-
rate the measurement errors while making minimal assumptions
about the exact form of activity of the object. It allows for a more
flexible model which capitalizes on the data available and can
model subtle but important differences within the data. To compen-
sate the heavy influence of the recent data which are better sampled,
we interpolated AGN light curves by means of GP obtaining 1-day
sampled light curves. This time interval is short enough in compar-
ison to the long-term periods (years) and thus can barely perturb
the long-term variations. The GP approach is based upon choice
of a kernel. For the calculations shown here, we utilized Ornstein-
Uhlenbeck (OU) kernel, since sometimes it is a good descriptor of
quasar variability (see Zheng et al. 2016, and references therein).
As a caution, we should note that OU (or damped random walk)
may not be ideal for Seyferts or for all frequencies. For example
Mushotzky et al. (2011) showed that the steep power spectra are in-
consistent with the damped random walk, which is also confirmed
in the analyses by Kozlowski. (2017) and Guo et al. (2017). For
details about OU covariance function (kernel) see Kovačević et al.
(2017, and references therein). Moreover, as the light curves seem
to be sparsely sampled over long monitoring time, we show the ex-
amples of comparison between the GP interpolated and observed
light curves in Fig. 4. To exhibit parallels between fitted models,
the observed curves were normalized to maximal flux.

Instead of calculation of CWT coefficients of the time series,
our method determines bandpass envelope of given curves based
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Figure 4. Examples of the comparison between the GP posterior mean
(solid line) and observed light curves (dots) for the five objects. Names of
the objects and light curves are given in each subplot.

on the complex Morlet wavelet function. Yang & Tse (2005) have
shown in acoustic analysis that this approach substantially miti-
gates overlapping and noise-induced signal. We choose the com-
plex mother wavelet function because it possesses two degrees of
freedom (its real and imaginary part) to probe for structure in the
time series. The complex Morlet wavelet transform of time series
x(t) at an arbitrary scale a and for translational parameter b can be
formulated as (Yang & Tse 2005)

CWT(a, b) =
1p
2⇡a

Z +1

�1
x(t)e[(t/b)

2/a/2]�2

e

i!(t�b)/a
dt

(1)
where i =

p
�1, ! is frequency of the wavelet function and �

is parameter controlling the wavelet function’s shape. Physically,
CWT(a, b) is the energy of x(t) in scale a at time t = b. Then the
envelope (env(a, b)) of the wavelet coefficients are given by the
following metric expression (Yang & Tse 2005)

env(a, b) =
p

Re[(CWT(a, b))2] + Im[(CWT(a, b))2] (2)

where Re, Im stand for the real and the imaginary part of a given
CWT.
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The next step is to calculate correlation coefficients of the
envelopes of the wavelet coefficients of each light curve at each
wavelet scale using Spearman rank correlation coefficient. Spear-
man’s coefficient measure statistical dependence between two vari-
ables without a normality assumption for the underlying population
(i.e. it is nonparametric measure). Since it uses the ranks of the val-
ues in two variables, instead of their numerical values, it is suitable
for finding correlations in non-linear data and it is less sensitive
to outliers. A confidence interval for correlation coefficient is con-
structed using Fisher’s z transformation (see Hollander et al. 1999;
Conover et al. 1999; Altman et al. 2000). The probability p asso-
ciated with Spearman correlation coefficient is evaluated using an
Edgeworth series approximation (see Best & Roberts 1975).

The level of match between oscillations presented in the two
different light curves over a broad scale range can be visualized ei-
ther as 3D correlation map (two axis are associated with periods in
series and third is corresponding correlation coefficients) or in the
form of 2D correlation map (two axes are corresponds to periods
in two series while correlation coefficients are coded with different
colors). Since the values of the position parameter b can be contin-
uously varied, and the scaling a can be defined from the minimum
(original signal scale) to a maximum chosen by the user, the CWT
can be seen as a function of scales a as it is shown in Grinsted et
al. (2004). For the Morlet wavelet the period is almost equal to the
scale (see Grinsted et al. 2004). So the x and y axes of the corre-
lation plots depicts scales a, or equivalently, periods. If the same
period is presented in both light curves it will reveal itself in the
high correlation regions centered on the 2D map’s diagonal. The
correlation between different periodicities (inter-oscillator correla-
tion) would appear as regions of high correlation off the diagonal.
The significance threshold for correlation coefficients was set at
0.005. We estimated periods by detecting peaks of correlation func-
tion which have largest correlation coefficients and p value bellow
the significance threshold. The error of the resulting period (� P)
was estimated formally as the half-width of the corresponding peak
(Kudryavtseva et al. 2011).

2.3 Models

One of our ultimate goals is to give a physical interpretation to the
obtained results. To do so, we constructed models that are capa-
ble to produce oscillatory and dynamical patterns similar to those
found in our objects.

There are two types of such models: detailed and abstract (see
Nakao 2015, and references therein). Detailed models intend to ex-
actly reproduce as many characteristics of the observed system as
possible. Such models provide the quantitative understanding of the
dynamical behavior of the studied system. The other class, abstract
models can capture some essential aspect of the system, such as
rhythmic behavior. Their purpose is not to faithfully simulate all
aspects of dynamical behavior of observed system, but rather to
describe some universal aspect of its dynamics. Since it is not fo-
cused on detailed behavior of any specific system, but rather on the
universal characteristic of this behavior, it can give a unified frame
for describing the behavior exhibited by a broad range of dynamical
systems. Hence, such models allow us to accumulate a deeper com-
prehension of the general processes existing in broad classes of sys-
tems. For our purposes, the abstract models are suitable, simulating
the network of coupled oscillatory processes (Pikovsky, Rosenblum
& Kurths 2001). In such a model, the evolution of each oscillatory
system is described by three degree of freedom, the amplitude, pe-
riod (frequency), and the phase.

So, to investigate whether interactions between oscillators
could contribute to the variety of oscillation patterns seen in AGN
sample, we created two models.

The first type consists of two interacting units Ua, Ub, assum-
ing that the interaction is linear and represented by the sum of one
central and one remote oscillatory component. The guiding equa-
tions are given as follows

Ua(t) = A(t) · sin(2⇡fat+ �) + cpb!a·
B(t) · sin(2⇡fbt+ 2⇡fb⌧) +W (t)

Ub(t) = B(t) · sin(2⇡fbt) + cpa!b·
A(t) · sin(2⇡fat+ 2⇡fa⌧ + �) +W (t)

(3)

where A(t) and B(t) are amplitudes of the central and remote os-
cillatory process before coupling occurs; Ua(t), Ub(t) are outputs
of two units at given time instance; fa, fb denote the frequencies
of interest in Ua, Ub; � is the phase difference; ⌧ is the delay be-
tween two units; cpi!j is the connection strength between Ui to
Uj , i, j 2 {a, b}; and W (t) is the red noise (i. e. Wiener process or
Brownian motion). We generated W(t) on the time interval [0, T ]
as a random variable depending continuously on all t 2 [0, T ] and
satisfying conditions:
W (0) = 0, W (t)�W (s) ⇠

p
(t�s)N(0, 1) for 0  s < t  T .

N(0, 1) is the normal distribution with zero mean and unit vari-
ance, due to this fact, W (t) is often called as Gaussian process.
Note that for 0  s < t < u < v  T , W (t) � W (s) and
W (v)�W (u) are independent. For use in our model, we discretize
W (t) with time step dt as dW ⇠

p
dtN(0, 1) and found its cumu-

lative sum.
In difference to the first model, the second includes one central

and two remote oscillatory component given as follows:

Ua(t) = A(t) · sin(2⇡fat+ �) + cpb!a·
B(t) · sin(2⇡fbt+ 2⇡fb⌧) + cpc!a·
C(t) · sin(2⇡fct+ 2⇡fc⌧1) +W (t)

Uc(t) = B(t) · sin(2⇡fbt) + C(t) · sin(2⇡fct) + cpa!b·
A(t) · sin(2⇡fat+ 2⇡fa⌧ + �) + cpa!c·
A(t) · sin(2⇡fat+ 2⇡fa⌧1 + �1) +W (t)

(4)

Additional remote oscillatory component has amplitude C(t), fre-
quency fc, coupling strength to central oscillatory process (and
vice versa) cpa!c, cpc!a, phase �1 and time delay ⌧1. The values
for the variables in both models were set to the following: all pa-
rameters were always constant for considered time period, but were
extracted from a normal Gaussian distribution for 100 reruns, sep-
arately for all involved oscillatory processes. In this way we have
several degree of randomness: amplitudes, phases, red noise, and
coupling parameter. Each trial of 2000 time points was defined in
both models with resolution of 1 arbitrary chosen time unit.

To verify that similarities between real and modeled corre-
lations maps are not accidental, we determined how dynamics of
observed light curves compare to the dynamics defined by time-
series models. To this intent, we calculated the phase trajecto-
ries of observed and modeled data, since phases are most sensi-
tive to interaction, and provide description of connectivity within
dynamical system which discloses a simple interpretation (Krale-
mann et al. 2011). The first step is to transform given time series
y(t) = (yk(t)), k = 1, ..N of each object into a cyclic observable.
This is completed via construction of a two-dimensional embed-
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* is a distribution over vectors 

*specified by mean and a covariance 
(vectors) x~G(μ, Σ)

*the position of the random variables 
xi plays the role of the index

* is a distribution over functions

*specified by mean function  and a 
covariance function f~GP(m, k)

*the argument x of the random 
function f(x)  plays the role of the 
index
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Up to now investigations of AGN led to only few non-
controversial explanations of SMBHB (e. g. Popović
2012; Bon et al. 2012). Such pseudo-periodic signals
can be used in order to predict the epochs of future flux
flares within known confidence limits. This would allow
us to confirm or discard multiple black-hole candidates
and plan future observations based on the expected ac-
tivity phase of the source.

Among the binary black hole candidates is a quasar
E1821+643. Shapovalova et al. (2016), hereafter Pa-
per I, presented the results of the first long-term (1990-
2014) optical spectroscopic monitoring of this object.
In their study, application of the standard Lomb - Scar-
gle method (LS, Lomb 1976) suggested a possible peri-
odicity in the continuum and broad emission line light
curves, which may be caused by orbital motion. Here
we extended their periodicity analysis and investigate
the signal/red noise distinction in the continua and
emission lines time series of this object. We applied
composite non-parametric models, i.e. the linear com-
bination of simple Gaussian processes, to the continua
at 5100 Å, 4200 Å, Hβ and Hγ emission lines. The aim
of this paper is twofold: first, to investigate in depth
periodic signals in the light curves of this object and
second, to provide more clues on its broad line region
(BLR) geometry and its possible SMBHB nature.

A short description of used observations and insight
into Gaussian processes are presented in the section
Data sets and Methods. In the section Results and
Discussion we display Gaussian processes models of our
light curves, their inferred periods and discuss their im-
plications on rough geometrical characteristics of BLR
of E1821+643.

2 Data sets and Methods

We examine four diverse time series containing the in-
tegral fluxes of the broad Hβ, Hγ emission lines and the
fluxes for the continuum at the rest frame wavelength
of 5100 Å and 4220 Å. As the temporal coverage and
sampling of data sets are important for an extensive
search for a periodic behavior of an AGN, reader can
find this analysis in Paper I.

AGN time series are usually sparse and irregularly
sampled. Even if each time series is defined over a com-
mon continuous time interval, they can be defined on
different collection of time points due to irregularity.
Also, the distribution of intervals between time points
are usually not uniform and the number of observations
in different time series can be different. Learning any
characteristic in such setting is difficult.

It has been shown that the Gaussian process (GP
Rasmussen & Williams 2006) naturally conforms to

sparse and irregular sampled time series. GP are suit-
able to AGN light curves, since in general they are com-
plex and with no simple parametric form available. In
such situation our prior knowledge about right model
can be limited to some general facts. For example, we
may just know that our observations originate from un-
derlying process which is discrete, non-smooth, that
has variations over certain characteristic time scales
and/or has typical amplitudes. Surprisingly, it arises
naturally to work with the infinite space of all func-
tions that have such general characteristics. As these
functions are not characterized with explicit sets of pa-
rameters, these techniques are called non-parametric
modeling. Since the dominant tools for working with
such model is probability theory, they are recognized as
Bayesian non-parametric models, and particular mem-
ber of such models are GPs. Moreover, AGN variability
amplitude is large and their luminosity is always posi-
tive, allowing us to perform calculations using variable
l(t) = ln (Flux(t)), which can be assumed to be GP
(Nipoti & Binney 2015).

The simplified version of GPs (namely continuous
time first-order autoregressive process (CAR(1))) has
been used to model AGN continuum light curves (see
Pancoast et al. 2014, and reference therein). These
works used Ornstein - Uhlenbeck (OU) covariance func-
tion:

KOU(∆t) =
σ̂2

2α0
exp−α0∆t

where 1
α0

is characteristic time scale, σ̂2 is variance of
driving noise, and ∆t is the time separating two obser-
vations (see Kelly et al. 2014). (Note here that this
kernel can be written also in the form

KOU(x, x
′) = σ2 exp

(

−
|x− x′|

l

)

,

where the parameter σ2 is the variance and l is the char-
acteristic length scale of the process, i. e. how close two
points x and x′ have to be to influence each other. The
OU process is a stationary GP. Since the information
about the underlying nature of AGN light curves is cru-
cial for probing their variability, Kelly et al. (2011),
Andrae et al. (2013) and Zu et al. (2013) modeled the
light curves as a parameterized stochastic process with
composite covariance functions. Following the same di-
rection of investigations, we applied some of stationary
and non-stationary composite covariance functions. As
they are a linear combination of other simpler covari-
ance functions, we are able to incorporate insight about
periodicity, red noise and nonstationarity of underlay-
ing processes.

variance

length scale

Kovacevic, Popovic, Shapovalova, Ilic, 2017

GP is defined by mean function  and a covariance function 

f~GP(m, K), m~0
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In our research we employed two kind of kernel fam-
ilies: stationary - already mentioned OU precess, the
squared exponential (SE):

KSE(∆t) =
σ̂2

2α0
exp−(α0∆t)2 ,

which alternative representation is

KSE(x, x
′) = σ2 exp

(

−
||x− x′||2

2l2

)

,

rational quadratic (RQ)

KRQ(∆t) =
σ̂2

2α0
(1 +

α2
0|∆t|2

α
)−α, withα = 2;

with an alternative form

KRQ(x, x
′) = σ2(1 +

|x− x′|2

αl2
)−α withα = 2;

non-stationary – the standard periodic kernel (StdPer)

KStdPer(∆t) =
σ̂2

2α0
exp

(

−
2 sin2(π(∆t)

P
)

( 1
α0

)2

)

with alternative version

KStdPer(x, x
′) = σ2 exp

(

−
2 sin2(π(x−x′)

P )

l2

)

;

and Brownian motion (Brw, red noise or Wiener pro-
cess)

KBrw(∆t) =
σ̂2

2α0
min(∆t),

which alternative form is

KBrw(x, x
′) = σ2min(x, x′).

The SE is infinitely differentiable allowing GP with
this covariance function to generate functions with no
sharp discontinuities. An alternative to the sum of SE
kernels is RQ. It was shown that this kernel is equiva-
lent to summing many SE kernels with different scales.
This produces variations with a range of time scales.
Parameter α is roughness, it determines the relative
weighting of large and small scale variations. Under
condition α → ∞, the RQ becomes identical to SE. In
StdPer kernel hyper parameters P, l correspond to the
period and length scale of the periodic component of
the variations. In this case l is related to P so it has no
dimension.

We applied Brownian motion because it is, in a cer-
tain sense, a limit of rescaled simple random walks.

Many stochastic processes behave, at least for long
ranges of time, like random walks with small but fre-
quent jumps. The argument above implies that such
processes will look, at least approximately, on the
proper time scale, like Brownian motion. It is very
important when probing the periodicity of light curves,
to take into account the red noise. It is often presented
in the AGN continuum and broad emission lines. Such
noise can produce spurious signals in a power spectrum
of periodogram. We point out that ’red noise’ vari-
ability of AGNs originates in physical processes of the
source and it is not result of measurement uncertain-
ties. The red noise simulations were produced by OU
process having the variance of real light curves.

Since all of these base kernels are positive semidefi-
nite kernels (i.e. the valid covariance functions can be
defined) and closed under addition and multiplication,
we can create richly structured and interpretable ker-
nels with their summation and/or multiplication. By
summing kernels, data can be modeled as a superpo-
sition of independent functions, representing different
structures. In the case of our time series models, sums
of kernels can express superposition of different pro-
cesses operating at different scales. Since we are ap-
plying these operations to the covariance functions, the
composition of even a few base kernels can catch com-
plex relationships in data which are not of simple para-
metric form. This enable us to search for the struc-
ture in our data, i.e. periodicity/red noise, and capture
them. We determine the number of probing and valid
periods by utilizing so called ’a two tier approach’ of
Vlachos et al. (2005). On the first tier the period can-
didates are extracted from the periodogram analysis.
On the second tier, these periods are verified by other
method (these authors used autocorrelation function).
In our case, on the first tier we extracted three can-
didate periods (see Paper I) by means of periodogram
analysis. Here, on the second tier, we put these three
candidate periods into composite GP models. If these
models provide better modeling result than their non
periodic parts and if the optimized values of periods
are close to the candidate values (within a few hundred
of days) then we can consider these values as a valid
periods.

For our analysis, we used the following kernels:

SE +
∑

i=1,3

StdPeri (1)

RQ+
∑

i=1,3

StdPeri (2)

Brw +
∑

i=1,3

StdPeri (3)
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Fig. 1 The prior covariance matrices associated with com-
posite kernels given by equations 1 (top left), 2 (top right),
and 3 (bottom) are calculated from 100 artificial equidis-
tant points. The lightest shade indicates the highest and
the darkest shade lowest covariance.

where StdPeri, i = 1, 2, 3 are periodic kernels for search-
ing for specific periods Peri, i = 1, 2, 3.

The structure of above defined kernels’ covariances
can be visualized by ’heatmap’ of the values in the co-
variance matrix. For demonstration purpose only, arbi-
trary one dimensional input space has been discretized
equally, and the covariance matrices of Eq. 1, 2 and
3 are constructed from this ordered list (see Figure 1).
The region of high SE and RQ covariance is depicted
as a diagonal white band, reflecting the local stationary
nature of these two kernels. Increasing the lengthscale
l increases the width of the diagonal band, since points
at larger distance from each other become correlated.

Since we summed periodic and non-periodic kernels
it is important to quantify the periodicity of inferred
composite models. For this purpose, we applied the
method of Durrande et al. (2016) for the first time in
astronomy. According to their prescription, let yp and
ya be the periodic and non-periodic components of
our model calculated on random variable of input data
points. To quantify the periodicity signal, we calculate
periodicity ratio as:

S =
Var(yp)

Var(yp + ya)
(4)

Furthermore, S cannot be viewed as a percentage of the
periodicity of the signal rigorously since Var(yp + ya) !=
Var(yp) + Var(ya). Consequently, S can have values
greater than 1.

For selecting a model from a set of candidate models,
which is best supported by our data, the Bayes factor
(BF) (Jeffreys 1961; Kass & Raftery 1995) is used. The
BF of two models Modeli,Modelb is just ratio of their
marginal likelihoods ML(Modeli), ML(Modelb) derived
using the same dataset, and it includes all informa-
tion about a particular Bayesian model. BF is pre-
ferred for model selection criteria because they contain
the information about a model prior. For interpreting
the values of BFs we used half-units of the logarith-
mic metric (LBF = log10(BF) = log10 ML(Modeli) −
log10 ML(Modelb)), since we have already calculated
the marginal log likelihood of our models. The in-
terpretation of LBF is that when 0 < LBF < 0.5,
there is an evidence against Modeli when compared
with Modelb, but it is only worth a bare mention.
When 0.5 ≤ LBF < 1 the evidence against Modeli
is definite but not strong. For 1 ≤ LBF ≤ 2 the ev-
idence is strong and for LBF > 2 it is decisive. In
our case we will compare models to the base model -
red noise Modelb = MOU which is generated from OU
kernel. Results in this work have been calculated with
1.0.7 version of the Pythonic Gaussian process toolbox
GPy (http://github.com/SheffieldML/GPy).

3 Results and Discussion

As our GP models have a number of hyperparameters
(the covariance functions are composites, see Table 1),
we first assigned a prior values to some of hyper pa-
rameters, obtained from our analysis of light curves in
Paper I. In assigning informative priors to three periods
in our GP models, we used priors of 4500, 2000 and 1400
days (from the LS periodogram analysis), constraining
that the most important periods were on the order of
thousand days, rather than on larger or smaller scales
(e. g. seconds or millennia). So the range of priors to
the periods were [0,1400],[0,2000] and [0,4500] days.

From the heteroskedastic OU process and CARMA
model (Kelly et al. 2014) random light curves were
sampled to a irregular time intervals of real light curves,
in order to to test if periodicity found by LS method
is the product of random variations. In such a way,
we also compare their effects as a base red noise mod-
els. The reason for trying this two types of models
is a radio-loud, X-ray nature of E1821+643, due to
which its light curves may not be well described by
OU models. Moreover, Kozlowski (2016) has shown
that OU models can be a degenerate descriptors. A
CARMA models might serve better for this purpose,
particularly as the red noise terms in them can produce
quasi-periodicities which are missing from simple OU5

models. For the purpose of CARMA modeling we used
Brandon Kelly carma pack Python package available on
https://github.com/brandonckelly/carma pack. CARMA
models lightcurve as sum of (deterministic) autoregres-
sion plus (random) stochastic noise. The CARMA
model order input is optional. We automatically choose
the CARMA order (parameters (p,q)) by minimizing
the AIC (Aikake Information Criterion). Also, the
residuals from the one-step-ahead predictions standard-
ized by their standard deviation were uncorrelated.
Random light curves were sampled with built in func-
tions in GPy and farm pack packages.

We recalculated periods of each real and simulated
curve (see Figure 2) by means of Bayesian formalism for
the generalized LS periodogram (BGLS Mortier et al.
2015), which gives the probability of signal’s existence
in the data. It can be seen that powers of BGLS peaks
of OU and CARMA ’red noise’ curves are asymptoti-
cally close to each other as well as to the continua 4200
Å 5100 Å and the Hγ line (Figure 2).

Due to this fact we will consider as base red noise
model OU. Also, in our calculations will be included
models given by Eq. 3 and

PMK = K+
∑

i=1,3

StdPeri,K = OU,Brw.

Models PMOU,PMBrw consist of a set of signals
(StdPeri) superimposed on the red noise (Brw,OU).
These models allow us to disentangle signals in the
light curves from the ’red noise’ background in which
they are immersed.

We initially set default hyperparameters of variance
to the variance of light curves and lengthscale between
0.5 and 100 days. The variance determines the average
distance of our function away from its mean. Initially
we expect to have the same variance as our light curves.
We chose range of lengthscales between the minumum
of sampling times of observations (∼ 0.5 days) and twice
of mean of sampling times (∼ 100 days). The length-
scale determines the length of the ’wiggles’ in our func-
tion, so with larger lengthscale than 100 days the func-
tion would be smoother.

For each light curve, the values of these parameters
are estimated using maximum likelihood. The assigned
values of the models parameters may not be relevant for
the current data (e. g. the confidence intervals of mod-
els can be too wide). So, we optimized them by maxi-
mizing the marginal log likelihood of the observations,
using Broyden-Fletcher-Goldfarb-Shanno (BFGS) algo-
rithm, which is the option of the GPy tool. It automati-
cally finds a compromise between model complexity and
data fit.
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Fig. 2 Bayesian periodograms of the simulated ’red noise’
and real light curves on a logscale.

To address the heteroskedasticity of data errors we
have applied homoskedastic GP regression on loga-
rithmic transformed dependent variable heteroscedastic
GPy regression on non-transformed data. Both meth-
ods provide almost the same results, which is clearly
seen in the case of three periodic composite models (Ta-
ble 1 and Table 2).

The one periodic component models (Table 3) are
not favored since S are large while LBF are small and
vice versa for heteroscedastic regression (Shet are small
and LBFhet is large). Despite two periodic components
models (Table 4) have large S and Shet they are not
favored since their mean values of LBF and LBFhet are
smaller than corresponding values in Table 1 and Ta-
ble 2 respectivelly. So three periodic component models
inferred from homoskedastic (Table 1) and heterskedas-
tic regressions (Table 2) are dominant, providing almost
the same results.

For simplification purpose and following prescription
of Nipoti & Binney (2015), we will refer on the results
from Table 1 in further discussion.

In Table 1, we compare and contrast quantitatively
how well each model captured the pattern of periodic-
ity and random noise of each light curve. Before any
quantification of the difference between models, from
simple visual inspection of Figure 3 can be seen that
there is more uncertainty around the predictions of
MOU then other models. Actually, in regions of sparse
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Figure 5. 2D correlation maps of all periodicities within the range 100 � 4000 days found in the light curves of 3C 390.3. In panels the horizontal axes are
periods in the continuum at 5100 Å and 1370 Å, respectively. Since correlation coefficients are symmetrical, the upper triangle of each plot is a reflection
of the corresponding lower triangle, however, it is presented for better visualization. The areas of high correlation are marked in red. Note the prominent
blue clusters of negative correlation. Spurious non-physical signals (such as the dark region at about (1800, 3100) days, in the right bottom panel) appear as
uncorrelated (not reflected across the diagonal), because they are uncoupled from real physical processes. Absence of off diagonal correlation clusters indicates
that oscillations are caused by physical processes within 3C 390.3.

have quite an effect on the topology of phase curves. The associ-
ated multisinusoidal fit is estimate as in the earlier case. The three
sinusoid model is undoubtedly superior to one sinusoid model as
is evident both, from the correlations between fitted and observed
values and from the �

2 parameter (see Table 3 and Fig. (11)) .

NGC 5548. 2D correlation map of the continuum and H� line
shows segregation of correlation coefficients into single elongated
cluster (see Fig. 8). The cluster is smeared between periods of 11.75
and 14.23 yr. There are no off-diagonal clusters indicating syn-
chronous coupling of period of about 13 yr (approximate center
of the cluster) in those light curves. Peterson et al. (2002, see their
Table 8) reported significant changes in the H� lag during their 8
yr monitoring program. We tested variability of the time lags be-
tween the continuum and H� emission line by means of windowed
Z-transformed discrete CCF (Alexander 2013, ZDCF). Both time
series were splitted into 20 non-overlapping time segments (of dif-
ferent lengths (Ti)) centered on ti, i = 1, ...20. Each segment en-
compass either convex or concave parts of the light curve. The re-
sults of the ZDCF correlation analysis are summarized in Table 4.
In Table 4, the time window used for ZDCF is given in column

winMJD . Mean, median sampling and total points in the contin-
uum and H� line segments are given in P̄cont, ePcont, N1 and P̄line,
e
Pline, N2, respectively. ⌧ML is basically the time lag correspond-
ing to the peak of ZDCF rmax nearest to zero lag, and it also has
the largest maximum likelihood parameter ML.

In Fig. 9. we show ⌧ML as a function of the centers of non-
overlapping windows presented in Table 4. Even the size of set of
time lags may be small, we fit a sinusoid (see Fig. 9), which as-
sumes the periodicity of ⇠ 4600 days. This function is intended to
guide the eye along the data points, not to state that time lags be-
have necessarily periodic. The fitted curve does not pass through all
the points, but we note that about the half of the points are on each
side of the curve. It may be worthwhile to mention that there are
reasons to expect periodicity in the time lag evolution curve, since
BLR size varies with the mean optical luminosity (Lu et al. 2016).
By contrast, the estimated sinusoidal fit to the observed light curve
(Table 3) is of poor quality, because data are highly volatile, with
frequent peaks and troughs, which are often quite sharp (see Fig.
11).

E1821+643. Using the data for all light curves, our method
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Table 2. Periods in the combined light curves of our sample obtained with the hybrid method. Columns: object name, CLC1 and CLC2 are combined light
curves used for periodicity analysis, P ±�P is determined period and its formal error, r is correlation coefficient corresponding to the period, 95%CI is 95%
confidence interval for r, p is significance i.e. p-value for r.

Object name CLC1 CLC2 P ±�P r 95%CI p
[yr]

3C 390.3 Continuum 5100 Å H↵ 9.5± 0.3 0.5 (0.49,0.51) < 0.00001
7.2± 1.2 0.69 (0.68,0.7) < 0.00001
6.3± 0.9 0.68 (0.67,0.69) < 0.00001
4.0± 0.04 -0.47 (-0.48,-0.45) < 0.00001
5.44± 0.1 -0.35 (-0.37,-0.33) < 0.00001

H� 10.11± 0.1 0.77 (0.76,0.78) < 0.00001
7.67± 0.02 0.71 (0.7,0.72) < 0.00001
6.42± 1.6 0.75 (0.74,0.76) < 0.00001
5.43± 0.8 -0.47 (-0.48,-0.45) < 0.00001
3.6± 0.4 -0.33 (-0.35,-0.31) < 0.00001

Continuum 1370 Å Ly↵ 10.34± 0.1 -0.47 (-0.49,-0.45) < 0.00001
7.1± 0.02 -0.53 (-0.54,-0.51) < 0.00001
6.25± 1.42 0.77 (0.76,0.78) < 0.00001

CIV 9.42± 0.02 0.85 (0.84,0.86) < 0.00001
7.84± 0.02 -0.6 (-0.61,-0.59) < 0.00001
6.4± 1.22 0.85 (0.84,0.86) < 0.00001
4.68± 0.7 -0.42 (-0.44,-0.40) < 0.00001
3.4± 0.4 0.75 (0.74,0.76) < 0.00001

Arp 102B Continuum 6200 Å H↵ - - -
Continuum 5100 Å H� - - -

NGC 4151 Continuum 5100 Å H↵ 13.76± 3.73 0.96 (0.956,0.962) < 0.00001
8.33± 2.33 0.97 (0.968,0.972) < 0.00001
5.44± 1.29 0.98 (0.978,0.981) < 0.00001

NGC 5548 Continuum 5100 Å H� 13.3± 2.26 0.87 (0.867,0.873) < 0.00001

E1821+643 Continuum 5100 Å H� 12.76± 5.6 0.98 (0.979,0.981) < 0.00001
6.93± 1.99 0.80 (0.792,0.808) < 0.00001
4.75± 0.79 0.80 (0.792,0.808) < 0.00001

Continuum 4200 Å H� 12.36± 6.1 0.99 (0.989,0.991) < 0.00001
6.52± 3.26 0.91 (0.906,0.914) < 0.00001
4.34± 0.74 0.94 (0.937,0.943) < 0.00001

Table 3. The estimated parameters of sinusoidal best-fitting (Eq. (7)) of normalized observed light curves. Columns: object name, light curve, amplitudes ci
, periods pi, phases �i, offsets B, the correlation coefficient between the modeled and observed light curves r, and chi-square goodness of fit �2. Each line
represents a set of parameters for one sinusoid.

Object name LC ci pi �i B r �2

[days] [radians]

3C 390.3 H� 0.11± 0.02 3760± 7 6.02± 0.01 0.52± 0.01 0.81 4.748
0.05± 0.03 2743± 15 5.51± 0.03
0.29± 0.04 2300± 2 5.47± 0.03
0.17± 0.03 2000± 2 0.17± 0.005
0.08± 0.01 1322± 1 �5.24± 0.1

NGC 4151 H↵ 0.22± 0.01 5580± 435 1.52± 4.34 0.63 ±0.02 0.96 0.381
�0.07± 0.02 2730± 422 �4.20± 5.63
�0.08± 0.01 1534± 28 �4.02± 3.82

H↵ �0.23± 0.01 5165± 3 - 0.63 ±0.01 0.87 1.275

NGC 5548 H� �0.10± 0.01 4378± 70 -5.35±1.12 0.40±0.004 0.40 32.804

E1821+643 Continuum 0.16± 0.001 4511± 1 0.02± 0.005 0.71±0.0 0.87 0.449
5100 Å 0.50± 0.0002 2529± 0.005 1.57± 0.03

0.07± 0.005 1977± 0.1 1.10± 0.002
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Figure 10. As in Fig. 5 but for all light curves of E1821 + 643. Left panel: continuum 5100 Å versus Hβ emission line. Right panel: continuum 4200 Å and
Hγ emission line. Note that in both panels the tail of smaller periodicities is disconnected from the prominent correlation clusters.

Table 2. Periods in the combined light curves of our sample obtained with the hybrid method. Columns give: object name; CLC1
and CLC2, which denote combined light curves used for periodicity analysis; P ± #P, which is the determined period and its formal
error; r, which is the correlation coefficient corresponding to the period; 95% CI, which is the 95 per cent confidence interval for r;
p, which is significance (i.e. p-value) for r.

Object name CLC1 CLC2 P ± #P (yr) r 95% CI p

3C 390.3 Continuum 5100 Å Hα 9.5 ± 0.3 0.5 (0.49,0.51) <0.00001
7.2 ± 1.2 0.69 (0.68,0.7) <0.00001
6.3 ± 0.9 0.68 (0.67,0.69) <0.00001
4.0 ± 0.04 − 0.47 (−0.48, −0.45) <0.00001

5.44 ± 0.1 − 0.35 (−0.37, −0.33) <0.00001

Hβ 10.11 ± 0.1 0.77 (0.76,0.78) <0.00001
7.67 ± 0.02 0.71 (0.7,0.72) <0.00001
6.42 ± 1.6 0.75 (0.74,0.76) <0.00001
5.43 ± 0.8 − 0.47 (−0.48, −0.45) <0.00001

3.6 ± 0.4 − 0.33 (−0.35, −0.31) <0.00001

Continuum 1370 Å Lyα 10.34 ± 0.1 − 0.47 (−0.49, −0.45) <0.00001
7.1 ± 0.02 − 0.53 (−0.54, −0.51) <0.00001

6.25 ± 1.42 0.77 (0.76,0.78) <0.00001

CIV 9.42 ± 0.02 0.85 (0.84,0.86) <0.00001
7.84 ± 0.02 − 0.6 (−0.61, −0.59) <0.00001

6.4 ± 1.22 0.85 (0.84,0.86) <0.00001
4.68 ± 0.7 − 0.42 (−0.44, −0.40) <0.00001

3.4 ± 0.4 0.75 (0.74,0.76) <0.00001

Arp 102B Continuum 6200 Å Hα − − −
Continuum 5100 Å Hβ − − −

NGC 4151 Continuum 5100 Å Hα 13.76 ± 3.73 0.96 (0.956,0.962) <0.00001
8.33 ± 2.33 0.97 (0.968,0.972) <0.00001
5.44 ± 1.29 0.98 (0.978,0.981) <0.00001

NGC 5548 Continuum 5100 Å Hβ 13.3 ± 2.26 0.87 (0.867,0.873) <0.00001

E1821 + 643 Continuum 5100 Å Hβ 12.76 ± 5.6 0.98 (0.979,0.981) <0.00001
6.93 ± 1.99 0.80 (0.792,0.808) <0.00001
4.75 ± 0.79 0.80 (0.792,0.808) <0.00001

Continuum 4200 Å Hγ 12.36 ± 6.1 0.99 (0.989,0.991) <0.00001
6.52 ± 3.26 0.91 (0.906,0.914) <0.00001
4.34 ± 0.74 0.94 (0.937,0.943) <0.00001

of 3C 390.3 due to substantially different levels of correlation po-
larity. The clusters of correlations are divided by gaps of very low
(or no) correlations, and the islands of correlations switch their po-
larity (between positive and negative values). This can be seen as

evidence that there is an activation process that reduces correla-
tion coefficients (from positive values up to zero). Later, a differ-
ent relationship is evoked between the periodicities in light curves
(e.g. negative correlations). The break off of the correlation band
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Table 2. Periods in the combined light curves of our sample obtained with the hybrid method. Columns: object name, CLC1 and CLC2 are combined light
curves used for periodicity analysis, P ±�P is determined period and its formal error, r is correlation coefficient corresponding to the period, 95%CI is 95%
confidence interval for r, p is significance i.e. p-value for r.

Object name CLC1 CLC2 P ±�P r 95%CI p
[yr]

3C 390.3 Continuum 5100 Å H↵ 9.5± 0.3 0.5 (0.49,0.51) < 0.00001
7.2± 1.2 0.69 (0.68,0.7) < 0.00001
6.3± 0.9 0.68 (0.67,0.69) < 0.00001
4.0± 0.04 -0.47 (-0.48,-0.45) < 0.00001
5.44± 0.1 -0.35 (-0.37,-0.33) < 0.00001

H� 10.11± 0.1 0.77 (0.76,0.78) < 0.00001
7.67± 0.02 0.71 (0.7,0.72) < 0.00001
6.42± 1.6 0.75 (0.74,0.76) < 0.00001
5.43± 0.8 -0.47 (-0.48,-0.45) < 0.00001
3.6± 0.4 -0.33 (-0.35,-0.31) < 0.00001

Continuum 1370 Å Ly↵ 10.34± 0.1 -0.47 (-0.49,-0.45) < 0.00001
7.1± 0.02 -0.53 (-0.54,-0.51) < 0.00001
6.25± 1.42 0.77 (0.76,0.78) < 0.00001

CIV 9.42± 0.02 0.85 (0.84,0.86) < 0.00001
7.84± 0.02 -0.6 (-0.61,-0.59) < 0.00001
6.4± 1.22 0.85 (0.84,0.86) < 0.00001
4.68± 0.7 -0.42 (-0.44,-0.40) < 0.00001
3.4± 0.4 0.75 (0.74,0.76) < 0.00001

Arp 102B Continuum 6200 Å H↵ - - -
Continuum 5100 Å H� - - -

NGC 4151 Continuum 5100 Å H↵ 13.76± 3.73 0.96 (0.956,0.962) < 0.00001
8.33± 2.33 0.97 (0.968,0.972) < 0.00001
5.44± 1.29 0.98 (0.978,0.981) < 0.00001

NGC 5548 Continuum 5100 Å H� 13.3± 2.26 0.87 (0.867,0.873) < 0.00001

E1821+643 Continuum 5100 Å H� 12.76± 5.6 0.98 (0.979,0.981) < 0.00001
6.93± 1.99 0.80 (0.792,0.808) < 0.00001
4.75± 0.79 0.80 (0.792,0.808) < 0.00001

Continuum 4200 Å H� 12.36± 6.1 0.99 (0.989,0.991) < 0.00001
6.52± 3.26 0.91 (0.906,0.914) < 0.00001
4.34± 0.74 0.94 (0.937,0.943) < 0.00001

Table 3. The estimated parameters of sinusoidal best-fitting (Eq. (7)) of normalized observed light curves. Columns: object name, light curve, amplitudes ci
, periods pi, phases �i, offsets B, the correlation coefficient between the modeled and observed light curves r, and chi-square goodness of fit �2. Each line
represents a set of parameters for one sinusoid.

Object name LC ci pi �i B r �2

[days] [radians]

3C 390.3 H� 0.11± 0.02 3760± 7 6.02± 0.01 0.52± 0.01 0.81 4.748
0.05± 0.03 2743± 15 5.51± 0.03
0.29± 0.04 2300± 2 5.47± 0.03
0.17± 0.03 2000± 2 0.17± 0.005
0.08± 0.01 1322± 1 �5.24± 0.1

NGC 4151 H↵ 0.22± 0.01 5580± 435 1.52± 4.34 0.63 ±0.02 0.96 0.381
�0.07± 0.02 2730± 422 �4.20± 5.63
�0.08± 0.01 1534± 28 �4.02± 3.82

H↵ �0.23± 0.01 5165± 3 - 0.63 ±0.01 0.87 1.275

NGC 5548 H� �0.10± 0.01 4378± 70 -5.35±1.12 0.40±0.004 0.40 32.804

E1821+643 Continuum 0.16± 0.001 4511± 1 0.02± 0.005 0.71±0.0 0.87 0.449
5100 Å 0.50± 0.0002 2529± 0.005 1.57± 0.03

0.07± 0.005 1977± 0.1 1.10± 0.002
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• 1L>non linear least square fitting of multisinusoidal models  to 
the observed light curves 

• 2L>comparison of dynamics of observed light curves and time-
series models                                                                      
MODEL1 (linearly coupled oscillators of 2 units)          MODEL 2 (linearly coupled oscillators of 3  units)                                                                      

• MODEL3 (nonlinearly coupled oscillators of 3 units) 
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probability p associated with the Spearman correlation coefficient
is evaluated using an Edgeworth series approximation (see Best &
Roberts 1975).

The level of match between oscillations presented in the two
different light curves over a broad scale range can be visualized
either as a three-dimensional (3D) correlation map (two axes are
associated with periods in series and the third corresponds to cor-
relation coefficients) or in the form of a two-dimensional (2D)
correlation map (two axes correspond to periods in two series while
correlation coefficients are coded with different colours). Because
the values of the position parameter b can be continuously varied,
and the scaling a can be defined from the minimum (original signal
scale) to a maximum chosen by the user, the CWT can be seen as
a function of scales a, as shown in Grinstead, Moore & Jevrejeva
(2004). For the Morlet wavelet, the period is almost equal to the
scale (see Grinsted et al. 2004). So, the x and y axes of the cor-
relation plots depict scales a or, equivalently, periods. If the same
period is presented in both light curves, then it will reveal itself in the
high-correlation regions centred on the diagonal of the 2D map. The
correlation between different periodicities (inter-oscillator correla-
tion) would appear as a region of high correlation off the diagonal.
The significance threshold for correlation coefficients was set at
0.005. We estimated periods by detecting peaks of the correlation
function that have the largest correlation coefficients and p-value
below the significance threshold. The error of the resulting period
(!P) was estimated formally as the half-width of the corresponding
peak (Kudryavtseva et al. 2011).

2.3 Models

One of our ultimate goals is to give a physical interpretation to the
obtained results. To do so, we constructed models that are capable
of producing oscillatory and dynamical patterns similar to those
found in our objects.

There are two types of such models: detailed and abstract (see
Nakao 2015, and references therein). Detailed models intend to ex-
actly reproduce as many characteristics of the observed system as
possible. Such models provide a quantitative understanding of the
dynamical behaviour of the studied system. The other class (i.e.
abstract models) can capture some essential aspect of the system,
such as rhythmic behaviour. Their purpose is not to faithfully sim-
ulate all aspects of dynamical behaviour of the observed system,
but to describe some universal aspect of its dynamics. Because
it is not focused on the detailed behaviour of any specific sys-
tem, but on the universal characteristic of this behaviour, it can
give a unified frame for describing the behaviour exhibited by a
broad range of dynamical systems. Hence, such models allow us to
accumulate a deeper comprehension of the general processes ex-
isting in broad classes of systems. For our purposes, the abstract
models are suitable, simulating the network of coupled oscilla-
tory processes (Pikovsky, Rosenblum & Kurths 2001). In such a
model, the evolution of each oscillatory system is described by
three degrees of freedom: the amplitude, period (frequency) and
phase.

So, in order to investigate whether interactions between oscilla-
tors could contribute to the variety of oscillation patterns seen in
the AGN sample, we created two models.

The first type consists of two interacting units Ua, Ub, assuming
that the interaction is linear and represented by the sum of one cen-
tral and one remote oscillatory component. The guiding equations

are given as

Ua(t) = A(t) sin(2πfat + φ) + cpb→a (3)

× B(t) sin(2πfbt + 2πfbτ ) + W (t) (4)

Ub(t) = B(t) sin(2πfbt) + cpa→b (5)

× A(t) sin(2πfat + 2πfaτ + φ) + W (t). (6)

Here, A(t) and B(t) are amplitudes of the central and remote oscilla-
tory process before coupling occurs; Ua(t), Ub(t) are outputs of two
units at given time instance; fa, fb denote the frequencies of interest
in Ua, Ub; φ is the phase difference; τ is the delay between two units;
cpi → j is the connection strength between Ui to Uj, i, j ∈ {a, b};
and W(t) is the red noise (i.e. Wiener process or Brownian motion).
We generated W(t) on the time interval [0, T] as a random variable
depending continuously on all t ∈ [0, T] and satisfying conditions:
W(0) = 0, W (t) − W (s) ∼

√
(t − s)N (0, 1) for 0 ≤ s < t ≤ T. Here,

N(0, 1) is the normal distribution with zero mean and unit variance,
and because of this, W(t) is often called the Gaussian process. Note
that for 0 ≤ s < t < u < v ≤ T, W(t) − W(s) and W(v) − W(u) are in-
dependent. For use in our model, we discretize W(t) with time-step
dt as dW ∼

√
dtN (0, 1) and found its cumulative sum.

Unlike the first model, the second model includes one central and
two remote oscillatory components, given as follows:

Ua(t) = A(t) sin(2πfat + φ) + cpb→a (7)

× B(t) sin(2πfbt + 2πfbτ ) + cpc→a (8)

× C(t) sin(2πfct + 2πfcτ1) + W (t) (9)

Uc(t) = B(t) sin(2πfbt) + C(t) sin(2πfct) + cpa→b (10)

× A(t) sin(2πfat + 2πfaτ + φ) + cpa→c (11)

× A(t) sin(2πfat + 2πfaτ1 + φ1) + W (t). (12)

An additional remote oscillatory component has amplitude C(t),
frequency fc, coupling strength to central oscillatory process (and
vice versa) cpa → c, cpc → a, phase φ1 and time delay τ 1. The values
for the variables in both models were set to the following: all pa-
rameters were always constant for the considered time period, but
were extracted from a normal Gaussian distribution for 100 reruns,
separately for all involved oscillatory processes. In this way, we
have several degrees of randomness: amplitudes, phases, red noise
and coupling parameter. Each trial of 2000 time points was defined
in both models with a resolution of one arbitrary chosen time unit.

To verify that similarities between real and modelled correlation
maps are not accidental, we determined how the dynamics of ob-
served light curves compare to the dynamics defined by time-series
models. With this intention, we calculated the phase trajectories of
observed and modelled data, as phases are most sensitive to interac-
tion, and provide a description of connectivity within the dynamical
system that discloses a simple interpretation (Kralemann, Pikovsky
& Rosenblum 2011). The first step is to transform given time series
y(t) = [yk(t)], k = 1, . . . , N of each object into a cyclic observ-
able. This is completed via the construction of a 2D embedding (y,
yH) (see Kralemann et al. 2008, and references therein), where the
following equation

yH(t) = 1
π

PV

∫ ∞

−∞

y(t)
t − τ

dτ (13)
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Figure 13. Comparison of the phase trajectories between the continuum of
3C 390.3 and simulated curve OP1 from the oscillatory network model in
Fig. 12. H1 is related to the time series itself (real part), while H2 is the
imaginary part of the analytical signal (see equation 14). The inset and main
plot are very topologically similar (beside a phase shift), showing a distorted
ovoid curve.

sense without forming the smaller loops, but they are non-closed,
indicating either weak coupling between oscillators or the absence
of periodicity.

The lack of oscillatory patterns favours the non-binary BLR hy-
pothesis for this object. This is in line with a recent study by Liu,
Eracleous & Halpern (2016), who reported that the estimated Arp
102B mass of 1.1 × 108 M" (Shapovalova et al. 2013) is far
less than 1012 M", which is obtained under the binary black hole
assumption. The topology of the correlation map of oscillatory
patterns of Arp 102B that we found can be best explained in the
context of the process causing gradual variations, which are stable
over the long-term monitoring period. In spite of both objects 3C
390.3 and Arp 102B being classified as double-peaked emitters,
we have shown that the underlying topology of their oscillations
mechanisms is different, suggesting different physical backgrounds
(see detailed discussion in Popović et al. 2011, 2014).

Figure 15. As in Fig. 13 but for the Hα line of Arp 102B and simulated OP1
curve from the oscillatory model (see Fig. 14). Both curves are similar and
non-closed, indicating either weak coupling or the absence of periodicity.
They appear to intersect themselves due to projection on to 2D phase space.

Supermassive binary black hole candidates NGC 4151 5548,
and E1821 + 643

Again, our hybrid method discerns the oscillatory dynamics of stud-
ied objects. Cadenced topology of three detected periods in the Hα

line of NGC 4151 led us to suspect that periodic signals can be non-
linearly coupled. We simulated such a coupled oscillatory system
using the following equation:

Ua(t) = A(t) sin(2πfat + φ) + cpb→a (16)

× B(t) sin(2πfbt + 2πfbτ ) + W (t) (17)

Ub(t) = B(t) sin(2πfbt) + cpa→b (18)

× Ua(t)2 + W (t). (19)

Here, the non-linear coupling is introduced by the squared term
Ua(t)2. Simulated curves consists of sum and multiple of base sinus
signals of periods of 500 and 300 arbitrary chosen time units. As

Figure 14. Simulation of two bidirectional coupled oscillators for the case of Arp 102B. Left: random realization of equation (6) from two time series (black
is Ua = OP1 and red is Ub = OP2) of amplitudes A = 5.29, B = 1.99, phase φ = 0.4174 rad, coupling strengths cpa → b = 0.4, cpb → a = 0.2, time delay is
100 and periods are 500 and 300 arbitrarily chosen time units. Right: corresponding 2D correlation map.
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3. ANALYTICAL MODE DECOMPOSITION 

3.1. HILBERT TRANSFORM AND ANALYTIC SIGNAL 
Hilbert transform is one of the integral transform like Laplace and Fourier 

transform. It is named after David Hilbert, who first introduced it to solve a special case 

of integral equations in the area of mathematical physics (Korpel, 1982). The Hilbert 

transform of a function 𝑥(𝑡) is defined by an integral transform (Titchmarsh, 1950; Hahn, 

1996): 

𝐻[𝑥(𝑡)] = ଵ
గ
𝑃 ∫ ௫(ఛ)

௧ିఛ
ஶ
ିஶ 𝑑𝜏                                         (3.1) 

in which P indicates the Cauchy principal value around 𝑡 = 𝜏. Physically, Hilbert 

transform is equivalent to a special kind of linear filter, where all the amplitudes of 

spectral components remain unchanged, but their phases are shifted by 𝜋/2. 

Mathematically, the Hilbert transform 𝐻[𝑥(𝑡)] of the original function represents a 

convolution of 𝑥(𝑡) and  ଵ
గ௧

, which can be written as: 

𝐻[𝑥(𝑡)] = 𝑥(𝑡) ∗ ( ଵ
గ௧
)                                             (3.2) 

Note that the Hilbert transform of a time signal 𝑥(𝑡) is another signal in time 

domain. If 𝑥(𝑡) is real valued, 𝐻[𝑥(𝑡)] is also real valued. 

As defined in Equation (2.2), an analytic signal is the complex signal whose 

imaginary part is the Hilbert transform of the real part (Vakman, 1998; Huang and Shen, 

2005; Schreier and Scharf, 2010; Feldman, 2011). The analytic signal can be viewed as a 

vector at the origin of the complex plane having a length 𝑎(𝑡) and an angle (𝑡). The 

projection on the real axis is the original signal 𝑥(𝑡) and the projection on the imaginary 

axis is the Hilbert transform of the original signal. The traditional representation of the 

analytic signal in its exponential form can be written as (Gabor, 1946; Hartmann, 2004): 

𝑧(𝑡) = 𝑎(𝑡)𝑒(௧)                                             (3.3) 

 𝑎(𝑡) = ඥ𝑥ଶ(𝑡) + {𝐻[𝑥(𝑡)]}ଶ, and (𝑡) = arctan  (ு[௫(௧)]
௫(௧)

)           (3.4) 

Here, 𝑎(𝑡) is the instantaneous amplitude, and (𝑡) is the phase function. The 

instantaneous frequency is simply defined as: 

𝜔(𝑡) = ௗ
ௗ௧

                                                   (3.5) 
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It can also be expressed into: 

𝜔(𝑡) = ௫(௧)ு̇[௫(௧)]ି௫̇(௧)ு[௫(௧)]
మ(௧)

                                    (3.6) 

For any signal, there is a unique value of the instantaneous phase at any given 

time. For a non-stationary signal whose spectral contents vary with time, the 

instantaneous frequency plays an important role in the understanding of signal 

characteristics. The instantaneous amplitude, phase angle and frequency can be expressed 

by a phasor rotating in the complex plane, as shown in Figure 3.1.  A phasor can be 

viewed as a vector at the original of the complex plane having a length 𝑎(𝑡) and a phase 

angle (𝑡) with an angle speed of 𝜔(𝑡). The projections on the real and imaginary axle 

are the original signal and Hilbert transform of the original signal, respectively. 

 

 

 

 

 

 

Figure 3.1. Instantaneous Amplitude, Phase Angle and Frequency in Complex Plane 

 

3.2. HILBERT SPECTRAL ANALYSIS 
To have a physical meaning for instantaneous frequency, Cohen (1995) presented 

the Hilbert transform of a mono-component function. In this case, the instantaneous 

characteristics agree with the intuitive meaning of the signal amplitude, phase and 

frequency.  

3.2.1. Hilbert Spectrum. The original signal can be expressed as the real part 

𝑅𝑒[. ] of an analytic signal: 

𝑥(𝑡) = 𝑅𝑒[𝑎(𝑡)𝑒 ∫ ఠ(ఛ)ௗఛ
బ ]                                             (3.7) 

The Hilbert spectrum 𝐻𝑆(𝜔, 𝑡) of the signal x(t) is then defined by: 

 

𝐻𝑆(𝜔, 𝑡) = ൜𝑎
(𝑡)    𝜔 = 𝜔(𝑡)  
0              𝜔 ≠ 𝜔(𝑡)                                           (3.8) 
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e real and imaginary parts 

f ej2Sfot are shown as the sine and cosine projections in Figure 6(b). 
 

To ensure that we understand the behavior of those phasors, Figure 6(a) shows the three-
dimensional path of the ej2Sfot phasor as time passes.  We've added the time axis, coming out of 
the page, to show the spiral path of the phasor.  Figure 6(b) shows a continuous version of just 
the tip of the ej2Sfot phasor.  That ej2Sfot complex number, or if you wish, the phasor's tip, follows a
corkscrew path spiraling along, and centered about, the time axis.  Th
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Figure 6.  The motion of the ej2Sfot phasor (a), and phasor 's tip (b). 
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plementations of modern-day digital communications systems are based on this property! 
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Return to Figure 5(b) and ask yourself: "Self, what's the vector sum of those two phasors as the
rotate in opposite directions?"  Think about this for a moment...  That's right, the phasors' real 
parts will always add constructively, and their imaginary parts will always cancel.  This means 
that the summation of these ej2Sfot and e-j2Sfot phasors will always be a purely real number.  
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To emphasize the importance of the real sum of these two complex sinusoids we'll draw yet 
another picture.  Consider the waveform in the three-dimensional Figure 7 generated by the s
of two half-magnitude complex phasors, ej2Sfot/2
a

Time

t = 0

Real
axis

Imaginary
axis ( j )

1

e

e
2

2

j2Sfot

cos(2Sfot)

-j2Sfot

 
 

Figure 7.  A cosine represented by the sum of two rotating complex phasors. 

it's clear now why the cosine wave can be equated to the sum of 
 
Thinking about these phasors, 

 
Copyright ¤ November 2008, Richard Lyons, All Rights Reserved 

 
e real and imaginary parts 

f ej2Sfot are shown as the sine and cosine projections in Figure 6(b). 
 

To ensure that we understand the behavior of those phasors, Figure 6(a) shows the three-
dimensional path of the ej2Sfot phasor as time passes.  We've added the time axis, coming out of 
the page, to show the spiral path of the phasor.  Figure 6(b) shows a continuous version of just 
the tip of the ej2Sfot phasor.  That ej2Sfot complex number, or if you wish, the phasor's tip, follows a
corkscrew path spiraling along, and centered about, the time axis.  Th
o

0

180

270

360
o

90

Imaginary

Real axis

Time
o

o

o

axis ( j )

o

(a) (b)

sin(2Sfot)

-2
-1

0
1

2
-1

0
1

2
3

-2

-1

0

1

2

Time Real axis

Im
ag

 a
xi

s

e j2Sfot

cos(2Sfot)

 
 

Figure 6.  The motion of the ej2Sfot phasor (a), and phasor 's tip (b). 

y 

plementations of modern-day digital communications systems are based on this property! 

um 
 and e-j2Sfot/2,  rotating in opposite directions 

bout, and moving down along, the time axis.   
 

 
Return to Figure 5(b) and ask yourself: "Self, what's the vector sum of those two phasors as the
rotate in opposite directions?"  Think about this for a moment...  That's right, the phasors' real 
parts will always add constructively, and their imaginary parts will always cancel.  This means 
that the summation of these ej2Sfot and e-j2Sfot phasors will always be a purely real number.  
Im
 
To emphasize the importance of the real sum of these two complex sinusoids we'll draw yet 
another picture.  Consider the waveform in the three-dimensional Figure 7 generated by the s
of two half-magnitude complex phasors, ej2Sfot/2
a

Time

t = 0

Real
axis

Imaginary
axis ( j )

1

e

e
2

2

j2Sfot

cos(2Sfot)

-j2Sfot

 
 

Figure 7.  A cosine represented by the sum of two rotating complex phasors. 

it's clear now why the cosine wave can be equated to the sum of 
 
Thinking about these phasors, 



1L of CHECKING:multisinusiod fitting

2060 A. B. Kovačević et al.

Figure 11. Best-fitting multisinusoidal models to the observed light curves.
Normalized fluxes are represented by dots with error bars whereas models
are denoted by solid lines. From top to bottom: sum of five sinusoids for
the Hβ line of 3C 390.3; sum of three sinusoids (solid line) and one sinu-
soid corresponding to the largest period (dashed line) for the Hα line of
NGC4151; one sinusoid for the Hβ line of NGC 5548 and sum of three
sinusoids for the continuum 5100 Å of E1821 + 643. Note that the sinusoid
model for Arp 102B is missing as we could not determine any periodicity
in its light curves.

(on diagonal) may be due to the change of variability in the
light curves or due to the modulatory effects of some unknown
background factors, which may have certain cycles. We applied
the hybrid method to a series of artificially non-linear and non-
stationary oscillatory signals simulated by equations (6) and (12)
with unidirectional and bidirectional coupling. The degree of non-
linearity/asymmetry is controlled by the ratio (differing from 1) of
the periods (frequencies) of the sinusoids. To introduce the non-
stationary mechanism, we assign a random value between 0 and 10
to the amplitude of signals, while they were fixed over trial realiza-
tion, adding the red noise. The 2D correlation map of bidirectional
coupling of three oscillatory processes (see Fig. 12) almost matches
the map of the real light curves.

We cannot produce a correlation image with negative ‘correlation
islands’ if the time delays between processes are different. We note
that time delays between the continuum and the Hα and Hβ lines
are ∼120 and 95 d, respectively, as reported by Shapovalova et al.
(2010a). Based on this, one can see the importance of the value of
the time lag for the expression of a negative link between oscilla-
tions, which implies that physical places of oscillation sources are
somehow functionally related to each other. For example, such a re-
lationship can be a hotspot. Jovanović et al. (2010) showed that two
large amplitude outbursts of the Hβ line observed between 1995
and 1999 in 3C 390.3 could be explained by successive occurrences
of two bright spots in the accretion disc. The phase plots in Fig. 13
illustrate a comparison between the behaviour of the continuum and
the behaviour of the simulated curves from the oscillatory network
model for 3C 390.3. Both curves show a specific mode of dynam-
ics, generating a major loop (large amplitude oscillation) and the
formation of secondary loops (small amplitude oscillations). This
confirms that the signal of oscillations is not a monocomponent
but a multiperiodic component. Both trajectories cover evenly the
section of phase space shown here. Particularly, there are no single
regulation points at which multiple loops of both trajectories can in-
tersect. The main loops of trajectories are of different diameters due
to different amplitudes of real and simulated curves. The secondary
loops can be regarded as a hidden attractor.

A specific topology of Arp 102B correlation maps indicates ei-
ther that periodicities are absent from light curves or that coupling
between oscillatory processes is weak. We have created about 100
pairs of artificial curves consisting of 2000 points based on two lin-
early and weakly coupled oscillators (see equation 6). For reference,

Table 3. Estimated parameters of sinusoidal best-fitting (equation 15) normalized observed light curves. Columns give: object name; light curve;
amplitudes ci; periods pi; phases φi; offsets B; the correlation coefficient between the modelled and observed light curves r; and chi-square goodness
of fit χ2. Each line represents a set of parameters for one sinusoid.

Object name LC ci pi (d) φi (rad) B r χ2

3C 390.3 Hβ 0.11 ± 0.02 3760 ± 7 6.02 ± 0.01 0.52 ± 0.01 0.81 4.748
0.05 ± 0.03 2743 ± 15 5.51 ± 0.03
0.29 ± 0.04 2300 ± 2 5.47 ± 0.03
0.17 ± 0.03 2000 ± 2 0.17 ± 0.005
0.08 ± 0.01 1322 ± 1 − 5.24 ± 0.1

NGC 4151 Hα 0.22 ± 0.01 5580 ± 435 1.52 ± 4.34 0.63 ± 0.02 0.96 0.381
− 0.07 ± 0.02 2730 ± 422 − 4.20 ± 5.63
− 0.08 ± 0.01 1534 ± 28 − 4.02 ± 3.82

Hα − 0.23 ± 0.01 5165 ± 3 – 0.63 ± 0.01 0.87 1.275

NGC 5548 Hβ − 0.10 ± 0.01 4378 ± 70 − 5.35 ± 1.12 0.40 ± 0.004 0.40 32.804

E1821 + 643 Continuum 0.16 ± 0.001 4511 ± 1 0.02 ± 0.005 0.71 ± 0.0 0.87 0.449
5100 Å 0.50 ± 0.0002 2529 ± 0.005 1.57 ± 0.03

0.07 ± 0.005 1977 ± 0.1 1.10 ± 0.002
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ding (y, yH) (see Kralemann et al. 2008, and references therein),
where following equation

y

H(t) =
1
⇡

PV

Z 1

�1

y(t)
t� ⌧

d⌧ (5)

defines the Hilbert transform (HT) of time series y(t) and PV in-
dicates the Cauchy principal value (Balanov et al. 2009). To better
understand the meaning of the HT, we can look at it from the point
of view of a windowed sampling. The weight 1

t�⌧
can be inter-

preted as a windowing width so the HT is a convolution integral of
y(t) with 1

t
. Therefore, equation (5) emphasizes the local proper-

ties of y(t). To ensure existence of the integral, Lipshitz condition
|y(t2)� y(t1)|  L |t2 � t1|↵ must be satisfied by y(t) on given
time interval [t1, t2], where L is a positive number. So if ↵ = 0
in an interval, y(t) is discontinuous but bounded. We will not deal
with Lipshitz condition here, however we will note that the most
optical AGN time series satisfy it, since L can be found as a supre-
mum of all differences in flux values.

The original signal (y(t)) and its HT (yH(t)) then formulate a
complex analytic signal in the following form

ỹ(t) = y(t) + iy

H(t) (6)

where i =
p
�1.

With this analytic signal, the time-dependent amplitude and phase
information embedded in the original signal can be easily extracted.
Since the HT amplitude is an index of vibratory energy and the
phase is related to vibration frequency, such information is very de-
sirable for characterizing dynamic characteristics of a system. HT
is useful for long time series, low dimensional chaotic systems that
exhibit transient chaos as well as for non stationary time series (Lai
& Ye 2003). Alternatively, one can use for yH the time derivative
of y.

The similarity of underlying dynamics in observed and simu-
lated light curves can be assessed by examining similarity of their
phase trajectories in the phase space (y, yH). If the oscillations are
presented in the system, the phase trajectory in the plane (y, yH)
will be closed and can fill a certain annulus of phase space, called
system’s attractor (Nekorkin 2015). The absence of periodicity will
be manifested in phase space through a non closed phase curve. If
the underlying dynamics is random, then the trajectory has no def-
inite shape and spreads all over the space. Moreover, if phase tra-
jectories stay within a finite (i.e., bounded) range of distance away
from the critical point they are stable. The phase space volume of
system with conservative dynamics is preserved as time evolves,
while phase space of dissipative dynamic system contracts as time
evolves (Grebogi et al. 1987).

Finally, since determined periodicities are not obvious from
visual inspection of observed light curves, it might be easier for the
reader to discuss the reality of these variations on the basis of the
comparison of the data and fitted sinusoids waveforms. Therefore,
we applied multisinusoidal curves to perform the non-linear least
square fitting of our data:

y =
nX

i=1

ci sin(
2⇡t
pi

+ �i) +B (7)

where n stands for the number of detected periods in the light
curves, y denotes observed fluxes, and t is corresponding time.
From the fitting we estimate the following parameters: amplitudes
ci, periods pi, phases �i and offset B which is a parameter that han-
dles measurement data with non-zero mean value. As the archety-
pal periodic function, sinusoidal signal is a good reference point for

comparison to the observed light curves. The goodness of the fit is
assessed by estimation of �

2 and correlation coefficient between
fitted and observed data.

3 RESULTS

Here, we provide the main results of our periodicity analysis for
each object (Figs. 5-10). First of all we show the novel 2D cor-
relation maps of fundamental periodicities for each object, which
also depict links between oscillations in the combined light curves.
Then we summarize all results in Table 2. Since determined peri-
odicities are not apparent from the observed light curves, Fig. 11
compares them with corresponding sinusoidal fit (Eq. (7)). The
estimated parameters of sinusoidal models are given in Table 3.

3C 390.3. The 2D correlation maps in Fig. 5 show the signa-
ture of the 6.3 and 7.1 yr period to be present in the continuum and
H↵ line. The method yields ⇠ 0.7 for the correlation coefficients of
both periods with a significance p < 0.00001. Somewhat weaker
periodicity (correlation coefficient ⇠ 0.5, but still significant) was
found at 9.5 years. Note, however, that on the same significance
level the periods of 4 years and 5.4 years are seen in two light
curves but with negative correlation coefficients. Similarly, in the
continuum and H� line periods of 10, 8 and 6.4 years are identi-
fied with even larger correlation coefficients than in previous case,
while periods of 5.4 and 3.6 expressed negative correlation coeffi-
cients as in the case of the continuum and H↵ line. These ’islands’
of negative correlation are totally surprising and worthy of further
investigation. We found significant periods of 9.4, 6.4, and 3.4 yr
(correlation coefficients around 0.8) in the continuum 1370 Å and
CIV , while negative correlation, stronger then in the case of H↵

and H� emission lines, appears at 7.8 and 4.7 yr. On the other hand,
largest negative links between oscillations in the continuum 1370
Å and Ly↵ are seen at 7.1 yr and 10.3 yr, while positive relationship
is seen at 6.3 yr. The periods are consistent across all light curves
except that correlation coefficients changed polarity differently in
the case of IUE light curves. A visual inspection of Fig. 11 shows
that multisinusoidal models are quite successful in describing the
peaks and troughs of the original data. This is reflected in high cor-
relation between the fitted model and original data (see Table 3).
However, �2 is large due to inaccurate reconstruction in the large
gapped period, because of the lack of data.

Arp 102B. While every period is incidentally correlated with
itself (correlation coefficient equals 1 on the diagonal), any tran-
sient oscillations having physical origin which are hidden within
the light curves should be reveled as clusters close to the diagonal.
The main common feature in all correlation maps is the absence of
any periodic variability (i. e correlation clusters), even in autocor-
relation maps. This is well illustrated in Fig. 6.

NGC 4151. The data set of the H↵ line is long enough, for
our hybrid method to clearly detect periods at significance level
p < 0.00001. Obtained autocorrelation map (see Fig. 7) revealed
three clusters of significant periods (large correlation coefficients)
at 5.4, 8.3 and 14 yr in cadence. Phase curves of the continuum
and H� line are quite similar to phase curve of the H↵ line but
their main loops are open. Due to this discrepancy in dynamics,
detected periodicities of ⇠8 yr and ⇠5 yr (corresponding to the
smaller loops in phase curves) in the continuum and H� line are
not reported in Table 2. H↵ is only longer than the continuum and
H� due to the two data points (MJD 46511.49 and 47603.29) sep-
arated by ⇠ 3 years. Exclusion of these data points from the H↵

line produces open phase curve. It appears that these two points
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Simulation of bidirectional coupled three-
oscillator network for the case of 3C 390.3. 

Comparison of the phase trajectories between the 
continuum of 3C 390.3 and simulated curve OP1 
from the oscillatory network model
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probability p associated with the Spearman correlation coefficient
is evaluated using an Edgeworth series approximation (see Best &
Roberts 1975).

The level of match between oscillations presented in the two
different light curves over a broad scale range can be visualized
either as a three-dimensional (3D) correlation map (two axes are
associated with periods in series and the third corresponds to cor-
relation coefficients) or in the form of a two-dimensional (2D)
correlation map (two axes correspond to periods in two series while
correlation coefficients are coded with different colours). Because
the values of the position parameter b can be continuously varied,
and the scaling a can be defined from the minimum (original signal
scale) to a maximum chosen by the user, the CWT can be seen as
a function of scales a, as shown in Grinstead, Moore & Jevrejeva
(2004). For the Morlet wavelet, the period is almost equal to the
scale (see Grinsted et al. 2004). So, the x and y axes of the cor-
relation plots depict scales a or, equivalently, periods. If the same
period is presented in both light curves, then it will reveal itself in the
high-correlation regions centred on the diagonal of the 2D map. The
correlation between different periodicities (inter-oscillator correla-
tion) would appear as a region of high correlation off the diagonal.
The significance threshold for correlation coefficients was set at
0.005. We estimated periods by detecting peaks of the correlation
function that have the largest correlation coefficients and p-value
below the significance threshold. The error of the resulting period
(!P) was estimated formally as the half-width of the corresponding
peak (Kudryavtseva et al. 2011).

2.3 Models

One of our ultimate goals is to give a physical interpretation to the
obtained results. To do so, we constructed models that are capable
of producing oscillatory and dynamical patterns similar to those
found in our objects.

There are two types of such models: detailed and abstract (see
Nakao 2015, and references therein). Detailed models intend to ex-
actly reproduce as many characteristics of the observed system as
possible. Such models provide a quantitative understanding of the
dynamical behaviour of the studied system. The other class (i.e.
abstract models) can capture some essential aspect of the system,
such as rhythmic behaviour. Their purpose is not to faithfully sim-
ulate all aspects of dynamical behaviour of the observed system,
but to describe some universal aspect of its dynamics. Because
it is not focused on the detailed behaviour of any specific sys-
tem, but on the universal characteristic of this behaviour, it can
give a unified frame for describing the behaviour exhibited by a
broad range of dynamical systems. Hence, such models allow us to
accumulate a deeper comprehension of the general processes ex-
isting in broad classes of systems. For our purposes, the abstract
models are suitable, simulating the network of coupled oscilla-
tory processes (Pikovsky, Rosenblum & Kurths 2001). In such a
model, the evolution of each oscillatory system is described by
three degrees of freedom: the amplitude, period (frequency) and
phase.

So, in order to investigate whether interactions between oscilla-
tors could contribute to the variety of oscillation patterns seen in
the AGN sample, we created two models.

The first type consists of two interacting units Ua, Ub, assuming
that the interaction is linear and represented by the sum of one cen-
tral and one remote oscillatory component. The guiding equations

are given as

Ua(t) = A(t) sin(2πfat + φ) + cpb→a (3)

× B(t) sin(2πfbt + 2πfbτ ) + W (t) (4)

Ub(t) = B(t) sin(2πfbt) + cpa→b (5)

× A(t) sin(2πfat + 2πfaτ + φ) + W (t). (6)

Here, A(t) and B(t) are amplitudes of the central and remote oscilla-
tory process before coupling occurs; Ua(t), Ub(t) are outputs of two
units at given time instance; fa, fb denote the frequencies of interest
in Ua, Ub; φ is the phase difference; τ is the delay between two units;
cpi → j is the connection strength between Ui to Uj, i, j ∈ {a, b};
and W(t) is the red noise (i.e. Wiener process or Brownian motion).
We generated W(t) on the time interval [0, T] as a random variable
depending continuously on all t ∈ [0, T] and satisfying conditions:
W(0) = 0, W (t) − W (s) ∼

√
(t − s)N (0, 1) for 0 ≤ s < t ≤ T. Here,

N(0, 1) is the normal distribution with zero mean and unit variance,
and because of this, W(t) is often called the Gaussian process. Note
that for 0 ≤ s < t < u < v ≤ T, W(t) − W(s) and W(v) − W(u) are in-
dependent. For use in our model, we discretize W(t) with time-step
dt as dW ∼

√
dtN (0, 1) and found its cumulative sum.

Unlike the first model, the second model includes one central and
two remote oscillatory components, given as follows:

Ua(t) = A(t) sin(2πfat + φ) + cpb→a (7)

× B(t) sin(2πfbt + 2πfbτ ) + cpc→a (8)

× C(t) sin(2πfct + 2πfcτ1) + W (t) (9)

Uc(t) = B(t) sin(2πfbt) + C(t) sin(2πfct) + cpa→b (10)

× A(t) sin(2πfat + 2πfaτ + φ) + cpa→c (11)

× A(t) sin(2πfat + 2πfaτ1 + φ1) + W (t). (12)

An additional remote oscillatory component has amplitude C(t),
frequency fc, coupling strength to central oscillatory process (and
vice versa) cpa → c, cpc → a, phase φ1 and time delay τ 1. The values
for the variables in both models were set to the following: all pa-
rameters were always constant for the considered time period, but
were extracted from a normal Gaussian distribution for 100 reruns,
separately for all involved oscillatory processes. In this way, we
have several degrees of randomness: amplitudes, phases, red noise
and coupling parameter. Each trial of 2000 time points was defined
in both models with a resolution of one arbitrary chosen time unit.

To verify that similarities between real and modelled correlation
maps are not accidental, we determined how the dynamics of ob-
served light curves compare to the dynamics defined by time-series
models. With this intention, we calculated the phase trajectories of
observed and modelled data, as phases are most sensitive to interac-
tion, and provide a description of connectivity within the dynamical
system that discloses a simple interpretation (Kralemann, Pikovsky
& Rosenblum 2011). The first step is to transform given time series
y(t) = [yk(t)], k = 1, . . . , N of each object into a cyclic observ-
able. This is completed via the construction of a 2D embedding (y,
yH) (see Kralemann et al. 2008, and references therein), where the
following equation

yH(t) = 1
π

PV

∫ ∞

−∞

y(t)
t − τ

dτ (13)
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The next step is to calculate correlation coefficients of the
envelopes of the wavelet coefficients of each light curve at each
wavelet scale using Spearman rank correlation coefficient. Spear-
man’s coefficient measure statistical dependence between two vari-
ables without a normality assumption for the underlying population
(i.e. it is nonparametric measure). Since it uses the ranks of the val-
ues in two variables, instead of their numerical values, it is suitable
for finding correlations in non-linear data and it is less sensitive
to outliers. A confidence interval for correlation coefficient is con-
structed using Fisher’s z transformation (see Hollander et al. 1999;
Conover et al. 1999; Altman et al. 2000). The probability p asso-
ciated with Spearman correlation coefficient is evaluated using an
Edgeworth series approximation (see Best & Roberts 1975).

The level of match between oscillations presented in the two
different light curves over a broad scale range can be visualized ei-
ther as 3D correlation map (two axis are associated with periods in
series and third is corresponding correlation coefficients) or in the
form of 2D correlation map (two axes are corresponds to periods
in two series while correlation coefficients are coded with different
colors). Since the values of the position parameter b can be contin-
uously varied, and the scaling a can be defined from the minimum
(original signal scale) to a maximum chosen by the user, the CWT
can be seen as a function of scales a as it is shown in Grinsted et
al. (2004). For the Morlet wavelet the period is almost equal to the
scale (see Grinsted et al. 2004). So the x and y axes of the corre-
lation plots depicts scales a, or equivalently, periods. If the same
period is presented in both light curves it will reveal itself in the
high correlation regions centered on the 2D map’s diagonal. The
correlation between different periodicities (inter-oscillator correla-
tion) would appear as regions of high correlation off the diagonal.
The significance threshold for correlation coefficients was set at
0.005. We estimated periods by detecting peaks of correlation func-
tion which have largest correlation coefficients and p value bellow
the significance threshold. The error of the resulting period (� P)
was estimated formally as the half-width of the corresponding peak
(Kudryavtseva et al. 2011).

2.3 Models

One of our ultimate goals is to give a physical interpretation to the
obtained results. To do so, we constructed models that are capa-
ble to produce oscillatory and dynamical patterns similar to those
found in our objects.

There are two types of such models: detailed and abstract (see
Nakao 2015, and references therein). Detailed models intend to ex-
actly reproduce as many characteristics of the observed system as
possible. Such models provide the quantitative understanding of the
dynamical behavior of the studied system. The other class, abstract
models can capture some essential aspect of the system, such as
rhythmic behavior. Their purpose is not to faithfully simulate all
aspects of dynamical behavior of observed system, but rather to
describe some universal aspect of its dynamics. Since it is not fo-
cused on detailed behavior of any specific system, but rather on the
universal characteristic of this behavior, it can give a unified frame
for describing the behavior exhibited by a broad range of dynamical
systems. Hence, such models allow us to accumulate a deeper com-
prehension of the general processes existing in broad classes of sys-
tems. For our purposes, the abstract models are suitable, simulating
the network of coupled oscillatory processes (Pikovsky, Rosenblum
& Kurths 2001). In such a model, the evolution of each oscillatory
system is described by three degree of freedom, the amplitude, pe-
riod (frequency), and the phase.

So, to investigate whether interactions between oscillators
could contribute to the variety of oscillation patterns seen in AGN
sample, we created two models.

The first type consists of two interacting units Ua, Ub, assum-
ing that the interaction is linear and represented by the sum of one
central and one remote oscillatory component. The guiding equa-
tions are given as follows

Ua(t) = A(t) · sin(2⇡fat+ �) + cpb!a·
B(t) · sin(2⇡fbt+ 2⇡fb⌧) +W (t)

Ub(t) = B(t) · sin(2⇡fbt) + cpa!b·
A(t) · sin(2⇡fat+ 2⇡fa⌧ + �) +W (t)

(3)

where A(t) and B(t) are amplitudes of the central and remote os-
cillatory process before coupling occurs; Ua(t), Ub(t) are outputs
of two units at given time instance; fa, fb denote the frequencies
of interest in Ua, Ub; � is the phase difference; ⌧ is the delay be-
tween two units; cpi!j is the connection strength between Ui to
Uj , i, j 2 {a, b}; and W (t) is the red noise (i. e. Wiener process or
Brownian motion). We generated W(t) on the time interval [0, T ]
as a random variable depending continuously on all t 2 [0, T ] and
satisfying conditions:
W (0) = 0, W (t)�W (s) ⇠

p
(t�s)N(0, 1) for 0  s < t  T .

N(0, 1) is the normal distribution with zero mean and unit vari-
ance, due to this fact, W (t) is often called as Gaussian process.
Note that for 0  s < t < u < v  T , W (t) � W (s) and
W (v)�W (u) are independent. For use in our model, we discretize
W (t) with time step dt as dW ⇠

p
dtN(0, 1) and found its cumu-

lative sum.
In difference to the first model, the second includes one central

and two remote oscillatory component given as follows:

Ua(t) = A(t) · sin(2⇡fat+ �) + cpb!a·
B(t) · sin(2⇡fbt+ 2⇡fb⌧) + cpc!a·
C(t) · sin(2⇡fct+ 2⇡fc⌧1) +W (t)

Uc(t) = B(t) · sin(2⇡fbt) + C(t) · sin(2⇡fct) + cpa!b·
A(t) · sin(2⇡fat+ 2⇡fa⌧ + �) + cpa!c·
A(t) · sin(2⇡fat+ 2⇡fa⌧1 + �1) +W (t)

(4)

Additional remote oscillatory component has amplitude C(t), fre-
quency fc, coupling strength to central oscillatory process (and
vice versa) cpa!c, cpc!a, phase �1 and time delay ⌧1. The values
for the variables in both models were set to the following: all pa-
rameters were always constant for considered time period, but were
extracted from a normal Gaussian distribution for 100 reruns, sep-
arately for all involved oscillatory processes. In this way we have
several degree of randomness: amplitudes, phases, red noise, and
coupling parameter. Each trial of 2000 time points was defined in
both models with resolution of 1 arbitrary chosen time unit.

To verify that similarities between real and modeled corre-
lations maps are not accidental, we determined how dynamics of
observed light curves compare to the dynamics defined by time-
series models. To this intent, we calculated the phase trajecto-
ries of observed and modeled data, since phases are most sensi-
tive to interaction, and provide description of connectivity within
dynamical system which discloses a simple interpretation (Krale-
mann et al. 2011). The first step is to transform given time series
y(t) = (yk(t)), k = 1, ..N of each object into a cyclic observable.
This is completed via construction of a two-dimensional embed-
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Figure 12. Simulation of bidirectional coupled three oscillators network for the case of 3C 390.3. Left: Random realization of Eq. (4) form two time series
(black is Ua = OP1, and red is Uc = OP2) of amplitudes A = 1.954, B = 1.729, C = 2.357, phase � = �1 = 2.359 rad coupling strengths
cpa!b = 0.7, cpa!c = 0.5, cpb!a = 0.2, cpc!a = 0.3, frequencies fa = 1

1000 , fb = 1
300 , fc = 1

100 , and time delay of 100 arbitrary chosen time
unites. Right: corresponding 2D correlation map, which clearly shows three clusters related to fundamental periods as well as clusters of negative correlation.
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Figure 13. Comparison of the phase trajectories between the continuum of
3C 390.3 and simulated curve OP1 from oscillatory network model in Fig.
12. H1 is related to the time series itself (real part), while H2 is imaginary
part of analytical signal (see Eq. (6)). The inset and main plot are very
topologically similar (beside a phase shift), showing somewhat distorted
ovoid curve.

the continuum in a causal way, just that it is not part of a periodic
oscillation.

Whether or not all (or particular) AGN variability could be
caused by superposition of many oscillations is an open and con-
troversial question and beyond the scope of our work. However,
we note the oscillating structures have been modeled (Tassev &
Bertschinger 2004) as particle like (blobs or hot spots, with or
without resonant interactions) and waves (oscillating tori, disco-
seismic waves). Even derived analytic solutions for accretion discs
are stable against finite perturbations, these perturbations could still
excite oscillatory behavior. A local restoring forces within accre-
tions discs can rise oscillations (for a details see review Abramowic
& Fragile 2013, and references therein) such as: local pressure

gradients running via sound waves, buoyancy forces operating via
gravity waves, the Coriolis force acting through inertial waves, and
surface waves appearing due to the local effective gravity. Such
mechanisms have been argued to power the quasi-periodic oscilla-
tions. Particularly, families of oscillations of low order modes are
of special interest since they could exist in different accretion disc
geometries. Such modes will show tendency to have the largest am-
plitudes and produce more visible variations than their higher-order
complements (Abramowic & Fragile 2013).

5 CONCLUSION

We searched for oscillatory patterns in the new combined light
curves of 5 well known type 1AGN using a novel hybrid method
and oscillatory network models. The results of our analysis are
summarized as follows:

(i) We find strong evidence for periodicities in the combined
light curves of 3C 390.3, NGC 4151, NGC 5548 and E1821+643.
The absence of oscillatory patterns in the combined light curves of
Arp 102B distincts clearly this object from other.

(ii) We constructed the coupled oscillatory models which resem-
ble detected oscillatory behavior in the light curves and confirm
their physical background. In the case of Arp 102B the absence
of periodicities can be concealed by either unfavorable time se-
ries characteristic or sufficiently weak coupling between oscillators
mechanisms as our model suggests.

(iii) We demonstrate that dynamics of two binary black hole
candidates NGC 5548 and E1821+643 converge to chaotic and sta-
bility regime, respectively.
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Simulation of two bidirectional coupled oscillators for the case of Arp 102B. Left: random realization of equation  from two 
time series (black is Ua = OP1 and red is Ub = OP2) of amplitudes A = 5.29, B = 1.99, phase ϕ = 0.4174 rad, coupling 
strengths cpa →b = 0.4, cpb → a = 0.2, time delay is 100 and periods are 500 and 300 arbitrarily chosen time units. Right: 
corresponding 2D correlation map.

Both curves are similar and non-closed, 
indicating either weak coupling or the absence 
of periodicity. They appear to intersect 
themselves due to projection on to 2D phase 
space.
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The next step is to calculate correlation coefficients of the
envelopes of the wavelet coefficients of each light curve at each
wavelet scale using Spearman rank correlation coefficient. Spear-
man’s coefficient measure statistical dependence between two vari-
ables without a normality assumption for the underlying population
(i.e. it is nonparametric measure). Since it uses the ranks of the val-
ues in two variables, instead of their numerical values, it is suitable
for finding correlations in non-linear data and it is less sensitive
to outliers. A confidence interval for correlation coefficient is con-
structed using Fisher’s z transformation (see Hollander et al. 1999;
Conover et al. 1999; Altman et al. 2000). The probability p asso-
ciated with Spearman correlation coefficient is evaluated using an
Edgeworth series approximation (see Best & Roberts 1975).

The level of match between oscillations presented in the two
different light curves over a broad scale range can be visualized ei-
ther as 3D correlation map (two axis are associated with periods in
series and third is corresponding correlation coefficients) or in the
form of 2D correlation map (two axes are corresponds to periods
in two series while correlation coefficients are coded with different
colors). Since the values of the position parameter b can be contin-
uously varied, and the scaling a can be defined from the minimum
(original signal scale) to a maximum chosen by the user, the CWT
can be seen as a function of scales a as it is shown in Grinsted et
al. (2004). For the Morlet wavelet the period is almost equal to the
scale (see Grinsted et al. 2004). So the x and y axes of the corre-
lation plots depicts scales a, or equivalently, periods. If the same
period is presented in both light curves it will reveal itself in the
high correlation regions centered on the 2D map’s diagonal. The
correlation between different periodicities (inter-oscillator correla-
tion) would appear as regions of high correlation off the diagonal.
The significance threshold for correlation coefficients was set at
0.005. We estimated periods by detecting peaks of correlation func-
tion which have largest correlation coefficients and p value bellow
the significance threshold. The error of the resulting period (� P)
was estimated formally as the half-width of the corresponding peak
(Kudryavtseva et al. 2011).

2.3 Models

One of our ultimate goals is to give a physical interpretation to the
obtained results. To do so, we constructed models that are capa-
ble to produce oscillatory and dynamical patterns similar to those
found in our objects.

There are two types of such models: detailed and abstract (see
Nakao 2015, and references therein). Detailed models intend to ex-
actly reproduce as many characteristics of the observed system as
possible. Such models provide the quantitative understanding of the
dynamical behavior of the studied system. The other class, abstract
models can capture some essential aspect of the system, such as
rhythmic behavior. Their purpose is not to faithfully simulate all
aspects of dynamical behavior of observed system, but rather to
describe some universal aspect of its dynamics. Since it is not fo-
cused on detailed behavior of any specific system, but rather on the
universal characteristic of this behavior, it can give a unified frame
for describing the behavior exhibited by a broad range of dynamical
systems. Hence, such models allow us to accumulate a deeper com-
prehension of the general processes existing in broad classes of sys-
tems. For our purposes, the abstract models are suitable, simulating
the network of coupled oscillatory processes (Pikovsky, Rosenblum
& Kurths 2001). In such a model, the evolution of each oscillatory
system is described by three degree of freedom, the amplitude, pe-
riod (frequency), and the phase.

So, to investigate whether interactions between oscillators
could contribute to the variety of oscillation patterns seen in AGN
sample, we created two models.

The first type consists of two interacting units Ua, Ub, assum-
ing that the interaction is linear and represented by the sum of one
central and one remote oscillatory component. The guiding equa-
tions are given as follows

Ua(t) = A(t) · sin(2⇡fat+ �) + cpb!a·
B(t) · sin(2⇡fbt+ 2⇡fb⌧) +W (t)

Ub(t) = B(t) · sin(2⇡fbt) + cpa!b·
A(t) · sin(2⇡fat+ 2⇡fa⌧ + �) +W (t)

(3)

where A(t) and B(t) are amplitudes of the central and remote os-
cillatory process before coupling occurs; Ua(t), Ub(t) are outputs
of two units at given time instance; fa, fb denote the frequencies
of interest in Ua, Ub; � is the phase difference; ⌧ is the delay be-
tween two units; cpi!j is the connection strength between Ui to
Uj , i, j 2 {a, b}; and W (t) is the red noise (i. e. Wiener process or
Brownian motion). We generated W(t) on the time interval [0, T ]
as a random variable depending continuously on all t 2 [0, T ] and
satisfying conditions:
W (0) = 0, W (t)�W (s) ⇠

p
(t�s)N(0, 1) for 0  s < t  T .

N(0, 1) is the normal distribution with zero mean and unit vari-
ance, due to this fact, W (t) is often called as Gaussian process.
Note that for 0  s < t < u < v  T , W (t) � W (s) and
W (v)�W (u) are independent. For use in our model, we discretize
W (t) with time step dt as dW ⇠

p
dtN(0, 1) and found its cumu-

lative sum.
In difference to the first model, the second includes one central

and two remote oscillatory component given as follows:

Ua(t) = A(t) · sin(2⇡fat+ �) + cpb!a·
B(t) · sin(2⇡fbt+ 2⇡fb⌧) + cpc!a·
C(t) · sin(2⇡fct+ 2⇡fc⌧1) +W (t)

Uc(t) = B(t) · sin(2⇡fbt) + C(t) · sin(2⇡fct) + cpa!b·
A(t) · sin(2⇡fat+ 2⇡fa⌧ + �) + cpa!c·
A(t) · sin(2⇡fat+ 2⇡fa⌧1 + �1) +W (t)

(4)

Additional remote oscillatory component has amplitude C(t), fre-
quency fc, coupling strength to central oscillatory process (and
vice versa) cpa!c, cpc!a, phase �1 and time delay ⌧1. The values
for the variables in both models were set to the following: all pa-
rameters were always constant for considered time period, but were
extracted from a normal Gaussian distribution for 100 reruns, sep-
arately for all involved oscillatory processes. In this way we have
several degree of randomness: amplitudes, phases, red noise, and
coupling parameter. Each trial of 2000 time points was defined in
both models with resolution of 1 arbitrary chosen time unit.

To verify that similarities between real and modeled corre-
lations maps are not accidental, we determined how dynamics of
observed light curves compare to the dynamics defined by time-
series models. To this intent, we calculated the phase trajecto-
ries of observed and modeled data, since phases are most sensi-
tive to interaction, and provide description of connectivity within
dynamical system which discloses a simple interpretation (Krale-
mann et al. 2011). The first step is to transform given time series
y(t) = (yk(t)), k = 1, ..N of each object into a cyclic observable.
This is completed via construction of a two-dimensional embed-
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Figure 10. As in Fig. (5) but for all light curves of E1821+643. Left panel: continuum 5100 Å vs. H� emission line. Right panel: continuum 4200 Å and H�
emission line. Note that on both panels the tail of smaller periodicities is disconnected from the prominent correlation clusters.

topology of their oscillations mechanisms are quite different, sug-
gesting different physical background (see datailed discussion in
Popović et al. 2011, 2014).
Supermassive binary black hole candidates NGC 4151, NGC
5548 and E1821+643. Again, our hybrid method discerns the os-
cillatory dynamics of studied objects. Cadenced topology of three
detected periods in the H↵ line of NGC 4151 led us to suspect that
periodic signals can be non-linearly coupled. We simulated such
coupled oscillatory system using following equation

Ua(t) = A(t) · sin(2⇡fat+ �) + cpb!a·
B(t) · sin(2⇡fbt+ 2⇡fb⌧) +W (t)

Ub(t) = B(t) · sin(2⇡fbt) + cpa!b·
Ua(t)

2 +W (t)

(8)

where the non-linear coupling is introduced by squared term
Ua(t)

2. Simulated curves consists of sum and multiple of base si-
nus signals of periods of 500 and 300 arbitrary chosen time units.
As a consequence, periods of 2⇤500, 2⇤300, 500, 300 are accom-
panied with an interference patterns 500 + 300, 500 � 300 (right
plot in Fig. 16). Comparing this scenario with autocorrelation of
periods in H↵ (see Fig. 7), the largest period of 13.76 yr can be
interpreted as interference pattern (i.e. sum) of two smaller periods
of 5.44 and 8.33 yr.

If presented, off diagonal correlations clusters among different
periodicities are an indicator of an asynchronous coupling. Note
that the correlation map of NGC 4151 does not have such topology,
which implies that the coupling between periodicities in this object
is synchronous. One way to enhance synchronization among non-
linearly coupled oscillators is by increasing the coupling strength
between them. Due to this, in the model both coupling strength
were set high (see Fig. 16).

The phase portrait of the H↵ line (see Fig. 17) shows forma-
tion of three smaller loops outside of the main loop, confirming
mult-periodic oscillations found in 2D correlation map. Moreover,
from the same figure it can be seen that the numerical simulation
shows similar phase trajectory, except the size and the position of
a heart-like smaller loop. This is a consequence of higher ampli-
tude of associated component of oscillations in the model. On both

curves the major loop corresponds to the relatively stable periodic
motion of larger amplitude, while smaller loops correspond to the
oscillations of smaller amplitudes.

The variability of the continuum and H� line of NGC 5548
over 30 year (Sergeev et al. 2007) and over 40 years (Bon et al.
2016), has revealed sharp peaks which are similar to the case

of NGC 4151, suggesting presence of non-linearly coupled oscil-
lations. Moreover, cross correlation functions (CCF) between the
continuum and H� line over long time span estimated by (Sergeev
et al. 2007, see their Fig. 4) are centered and non deformed, sug-
gesting synchronization between those two light curves.1 Namely,
when the system is asynchronous, the magnitude of the typical CCF
values are smaller and asymmetric (i.e. shifted), while synchronous
system exhibits larger and centered CCF values. Fig. (18) illus-
trates the effects of asynchronization between two sine waves with
frequencies of 2⇡

10 on their cross correlation function. The starting
phase of one sine wave is 0, while the starting phase of the other
sine wave is �⇡ and both signals are contaminated with red noise.
The calculated CCF is clearly shifted and its values are reduced.

Due to these facts, we considered the same coupled non-linear
oscillators model as in the case of NGC 4151, but with three times
smaller coupling parameter (cpb!a = 0.2). Fig. 19 depicts correla-
tion structure of simulated signals. There is pronounced elongated
cluster at prevailing period of 500 days. The other period of 300
days is more subtle due to its association with smaller coupling co-
efficient.

Dominant presence of larger period (i.e lower frequency) is
similar to situation described in Farris et al. (2014) where was sim-
ulated two-dimensional (2D) hydrodynamical simulations of cir-
cumbinary disc accretion in the binary black hole system. They
found low frequency mode as dominant component for the case
of binary black hole mass ratio q & 0.43 and that it corresponds
to the orbital period of a lump in the inner circumbinary accre-
tion disc, rather than to the orbital binary period. However, their
simulation revealed that low frequency is associated with cadence
of higher frequency harmonics. Thus, the scenario of the orbiting

1 That is a consequence of analogy between the CCF and inner vector prod-
uct. The the inner product measures the angle between two vectors, so CCF
can give a sense of the level of the synchronization of two signals.
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Figure 16. Simulation of two bidirectional coupled oscillators for the case of NGC 4151. Left: Random realization of Eq. (8) form two time series (black is
Ua = OP1, and red is Ub = OP2) of amplitudes A = 6.09, B = 1.04, phase � = 2.2 rad, coupling strengths cpa!b = 0.7, cpb!a = 0.6, periods are
500, 300 and time delay is 100 arbitrarily chosen time units. Note the similarity of sharpness of this signal ’bursts’ with features in the observed light curves.
Right: corresponding 2D correlation map .
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Figure 17. As in Fig. 13 but for the H↵ line of NGC 4151 and simulated
OP1 curve described by Eq. (8) with parameter values as in (see Fig. 16).
Note that phase curve of H↵ line is shifted by + 50 units on x axis for a
better view.
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Figure 16. Simulation of two bidirectional coupled oscillators for the case of NGC 4151. Left: Random realization of Eq. (8) form two time series (black is
Ua = OP1, and red is Ub = OP2) of amplitudes A = 6.09, B = 1.04, phase � = 2.2 rad, coupling strengths cpa!b = 0.7, cpb!a = 0.6, periods are
500, 300 and time delay is 100 arbitrarily chosen time units. Note the similarity of sharpness of this signal ’bursts’ with features in the observed light curves.
Right: corresponding 2D correlation map .
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Figure 17. As in Fig. 13 but for the H↵ line of NGC 4151 and simulated
OP1 curve described by Eq. (8) with parameter values as in (see Fig. 16).
Note that phase curve of H↵ line is shifted by + 50 units on x axis for a
better view.
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Figure 10. As in Fig. (5) but for all light curves of E1821+643. Left panel: continuum 5100 Å vs. H� emission line. Right panel: continuum 4200 Å and H�
emission line. Note that on both panels the tail of smaller periodicities is disconnected from the prominent correlation clusters.

topology of their oscillations mechanisms are quite different, sug-
gesting different physical background (see datailed discussion in
Popović et al. 2011, 2014).
Supermassive binary black hole candidates NGC 4151, NGC
5548 and E1821+643. Again, our hybrid method discerns the os-
cillatory dynamics of studied objects. Cadenced topology of three
detected periods in the H↵ line of NGC 4151 led us to suspect that
periodic signals can be non-linearly coupled. We simulated such
coupled oscillatory system using following equation

Ua(t) = A(t) · sin(2⇡fat+ �) + cpb!a·
B(t) · sin(2⇡fbt+ 2⇡fb⌧) +W (t)

Ub(t) = B(t) · sin(2⇡fbt) + cpa!b·
Ua(t)

2 +W (t)

(8)

where the non-linear coupling is introduced by squared term
Ua(t)

2. Simulated curves consists of sum and multiple of base si-
nus signals of periods of 500 and 300 arbitrary chosen time units.
As a consequence, periods of 2⇤500, 2⇤300, 500, 300 are accom-
panied with an interference patterns 500 + 300, 500 � 300 (right
plot in Fig. 16). Comparing this scenario with autocorrelation of
periods in H↵ (see Fig. 7), the largest period of 13.76 yr can be
interpreted as interference pattern (i.e. sum) of two smaller periods
of 5.44 and 8.33 yr.

If presented, off diagonal correlations clusters among different
periodicities are an indicator of an asynchronous coupling. Note
that the correlation map of NGC 4151 does not have such topology,
which implies that the coupling between periodicities in this object
is synchronous. One way to enhance synchronization among non-
linearly coupled oscillators is by increasing the coupling strength
between them. Due to this, in the model both coupling strength
were set high (see Fig. 16).

The phase portrait of the H↵ line (see Fig. 17) shows forma-
tion of three smaller loops outside of the main loop, confirming
mult-periodic oscillations found in 2D correlation map. Moreover,
from the same figure it can be seen that the numerical simulation
shows similar phase trajectory, except the size and the position of
a heart-like smaller loop. This is a consequence of higher ampli-
tude of associated component of oscillations in the model. On both

curves the major loop corresponds to the relatively stable periodic
motion of larger amplitude, while smaller loops correspond to the
oscillations of smaller amplitudes.

The variability of the continuum and H� line of NGC 5548
over 30 year (Sergeev et al. 2007) and over 40 years (Bon et al.
2016), has revealed sharp peaks which are similar to the case

of NGC 4151, suggesting presence of non-linearly coupled oscil-
lations. Moreover, cross correlation functions (CCF) between the
continuum and H� line over long time span estimated by (Sergeev
et al. 2007, see their Fig. 4) are centered and non deformed, sug-
gesting synchronization between those two light curves.1 Namely,
when the system is asynchronous, the magnitude of the typical CCF
values are smaller and asymmetric (i.e. shifted), while synchronous
system exhibits larger and centered CCF values. Fig. (18) illus-
trates the effects of asynchronization between two sine waves with
frequencies of 2⇡

10 on their cross correlation function. The starting
phase of one sine wave is 0, while the starting phase of the other
sine wave is �⇡ and both signals are contaminated with red noise.
The calculated CCF is clearly shifted and its values are reduced.

Due to these facts, we considered the same coupled non-linear
oscillators model as in the case of NGC 4151, but with three times
smaller coupling parameter (cpb!a = 0.2). Fig. 19 depicts correla-
tion structure of simulated signals. There is pronounced elongated
cluster at prevailing period of 500 days. The other period of 300
days is more subtle due to its association with smaller coupling co-
efficient.

Dominant presence of larger period (i.e lower frequency) is
similar to situation described in Farris et al. (2014) where was sim-
ulated two-dimensional (2D) hydrodynamical simulations of cir-
cumbinary disc accretion in the binary black hole system. They
found low frequency mode as dominant component for the case
of binary black hole mass ratio q & 0.43 and that it corresponds
to the orbital period of a lump in the inner circumbinary accre-
tion disc, rather than to the orbital binary period. However, their
simulation revealed that low frequency is associated with cadence
of higher frequency harmonics. Thus, the scenario of the orbiting

1 That is a consequence of analogy between the CCF and inner vector prod-
uct. The the inner product measures the angle between two vectors, so CCF
can give a sense of the level of the synchronization of two signals.

MNRAS 000, 1–17 ()



Simulation of two bidirectional coupled oscillators for the case of NGC 5548. Left: random realization of equation (19) from two time 
series (black is Ua = OP1 and red is Ub = OP2) of amplitudes A = 5.92, B = 1.27, phases ϕ = 2.65 rad, coupling strengths cpa →b = 0.7, 
cpb → a = 0.2, periods 500 and 300 and time delay is 100 arbitrarily chosen time units

Note the chaotic-like 
appearance of both 
curves.
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Figure 13. Comparison of the phase trajectories between the continuum of
3C 390.3 and simulated curve OP1 from the oscillatory network model in
Fig. 12. H1 is related to the time series itself (real part), while H2 is the
imaginary part of the analytical signal (see equation 14). The inset and main
plot are very topologically similar (beside a phase shift), showing a distorted
ovoid curve.

sense without forming the smaller loops, but they are non-closed,
indicating either weak coupling between oscillators or the absence
of periodicity.

The lack of oscillatory patterns favours the non-binary BLR hy-
pothesis for this object. This is in line with a recent study by Liu,
Eracleous & Halpern (2016), who reported that the estimated Arp
102B mass of 1.1 × 108 M" (Shapovalova et al. 2013) is far
less than 1012 M", which is obtained under the binary black hole
assumption. The topology of the correlation map of oscillatory
patterns of Arp 102B that we found can be best explained in the
context of the process causing gradual variations, which are stable
over the long-term monitoring period. In spite of both objects 3C
390.3 and Arp 102B being classified as double-peaked emitters,
we have shown that the underlying topology of their oscillations
mechanisms is different, suggesting different physical backgrounds
(see detailed discussion in Popović et al. 2011, 2014).

Figure 15. As in Fig. 13 but for the H α line of Arp 102B and simulated OP1
curve from the oscillatory model (see Fig. 14). Both curves are similar and
non-closed, indicating either weak coupling or the absence of periodicity.
They appear to intersect themselves due to projection on to 2D phase space.

Supermassive binary black hole candidates NGC 4151 and
5548, and E1821 + 643

Again, our hybrid method discerns the oscillatory dynamics of stud-
ied objects. Cadenced topology of three detected periods in the H α

line of NGC 4151 led us to suspect that periodic signals can be non-
linearly coupled. We simulated such a coupled oscillatory system
using the following equation:

Ua(t) = A(t) sin(2πfat + φ) + cpb→a (16)

× B(t) sin(2πfbt + 2πfbτ ) + W (t) (17)

Ub(t) = B(t) sin(2πfbt) + cpa→b (18)

× Ua(t)2 + W (t). (19)

Here, the non-linear coupling is introduced by the squared term
Ua(t)2. Simulated curves consists of sum and multiple of base sinus
signals of periods of 500 and 300 arbitrary chosen time units. As

Figure 14. Simulation of two bidirectional coupled oscillators for the case of Arp 102B. Left: random realization of equation (6) from two time series (black
is Ua = OP1 and red is Ub = OP2) of amplitudes A = 5.29, B = 1.99, phase φ = 0.4174 rad, coupling strengths cpa → b = 0.4, cpb → a = 0.2, time delay is
100 and periods are 500 and 300 arbitrarily chosen time units. Right: corresponding 2D correlation map.



 Its 2D correlation maps are similar to the 

case of NGC 4151. Particularly, if we look at 

phase portraits of the light curves  normal 

limit cycles are observed in the dynamics of 

E1821 + 643. They are similar to the phase 

portrait of regular sinusoids. We note the 

presence of two smaller elongated loops in 

all phase curves reflecting two smaller 

periods.

NGC E1821+643
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ABSTRACT
Graham et al. 2015 discovered a supermassive black hole binary (SMBHB) candidate
and identified the detected 5.2 yr period of the optical variability as the orbital period
of the binary. Hydrodynamical simulations predict multiple periodic components for
the variability of SMBHBs, thus raising the possibility that the true period of the
binary is di↵erent from 5.2 yr. We analyse the periodogram of PG1302 and find no
compelling evidence for additional peaks. We derive upper limits on any additional
periodic modulations in the available data, by modeling the light-curve as the sum of
red noise and the known 5.2 yr periodic component, and injecting additional sinusoidal
signals. We find that, with the current data, we would be able to detect with high
significance (false alarm probability < 1%) secondary periodic terms with periods
in the range predicted by the simulations, if the amplitude of the variability was
at least ⇠0.07mag (compared to 0.14mag for the main peak). A three-year follow-
up monitoring campaign with weekly observations can increase the sensitivity for
detecting secondary peaks ⇡50%, and would allow a more robust test of predictions
from hydrodynamical simulations.

1 INTRODUCTION

It is well established that massive galaxies harbour super-
massive black holes in their centres, with masses tightly cor-
related with global properties of the host galaxy (Kormendy
& Ho 2013). According to cosmological models of hierar-
chical structure formation, galaxies grow through frequent
mergers (Springel, Di Matteo & Hernquist 2005; Robertson
et al. 2006). The formation of supermassive black hole bi-
naries (SMBHB) is a natural consequence of the above pro-
cess. Combining the high expected rates of galaxy mergers
with the expectation that SMBHBs spend a large fraction of
their lifetimes at close separation (Haehnelt & Kau↵mann
2002), SMBHBs at sub-parsec separations should be fairly
common, despite the scarcity of observational evidence.

Recently, Graham et al. (2015, hereafter G15) reported
the detection of strong periodic variability in the optical flux
of quasar PG1302-102. PG1302 is a bright (median V-band
magnitude ⇠15), radio-loud quasar at redshift z = 0.2784,
with inferred black hole (BH) mass of 108.3�9.4M�. The
light curve in optical bands shows a quasi-sinusoidal modu-
lation, with a best-fit period of (5.2± 0.2) yr and amplitude
of ⇡0.14mag. G15 suggest that PG1302 may be a SMBHB
at close separation (⇠0.01 pc), interpreting the observed pe-
riodicity as the (redshifted) orbital period of the binary.

Theoretical work on circumbinary disks predicts that
SMBHBs can excite periodic enhancements of the mass ac-
cretion rate that could translate into periodic luminosity
enhancements, not only at the orbital period, but also on
longer and shorter timescales. More specifically, if the binary

is embedded in a thin disk, the gas will be expelled from the
central region due to torques exerted by the binary, creating
a cavity (Artymowicz & Lubow 1994). Several hydrodynam-
ical simulations (Hayasaki, Mineshige & Sudou 2007; Mac-
Fadyen & Milosavljević 2008; Noble et al. 2012; Shi et al.
2012; Roedig et al. 2012; D’Orazio, Haiman & MacFadyen
2013; Farris et al. 2014) indicate that the interaction of the
individual BHs with the inner edge of the accretion disk can
pull gaseous streams into the cavity, resulting in periodic
modulation of the accretion rate at timescales correspond-
ing to ⇡1/2 and 1 times the binary’s orbital period. For high
BH mass ratios (q ⌘ M

1

/M
2

⇠

> 0.3), the cavity is lopsided,
leading to the formation of a hotspot in the accretion disk.
The strongest modulation in the accretion rate is observed
at the orbital period of the overdense region, a few (⇠3-8)
times the orbital period of the binary.

These results imply that the observed 5.2 yr period in
PG1302 may not reflect the orbital period of the binary.
If the orbital period of the binary is shorter/longer than
the period of optical valiability (hereafter, optical period,
t
opt

), there are major implications for the expected quasar-
binary fraction, and the probability of detecting SMBHBs
(Haiman, Kocsis & Menou 2009), as well as the physics of
the orbital decay. D’Orazio et al. (2015) showed that, under
the assumption that the optical period corresponds to the
longer period of the hotspot in the accretion disk, PG1302
would be in the gravitational inspiral regime. This would
confirm that SMBHBs can produce bright electromagnetic
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PG 1302-102
Figure 1 The parameter space of SMBH binary pairs. The expected orbital periods for

SMBH close binary pairs at the specified separations as a function of total black-hole
mass. The solid upper line for each separation indicates a z = 5 track and the solid lower
line a z = 0.05 track whilst the two internal dotted lines show z = 1.0 (lower) and z = 2.0
(upper) tracks respectively. The hatched region indicates the range over which CRTS has
temporal coverage of 1.5 cycles or more of a periodic signal. The pink shaded region
shows the region of detection for the best CRTS candidate given the range of virial black-
hole masses reported in the literature. Also shown (solid black star) is the location of the
best known SMBH binary candidate, OJ 2876.
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Figure 2 The composite light curve for PG 1302-102 over a period of 7,338 days (⇠ 20
years). The light curve combines data from two CRTS telescopes (CSS and MLS) with
historical data from the LINEAR and ASAS surveys, and the literature (see Methods for
details). The error bars represent one standard deviation errors on the photometry values.
The dashed line indicates a sinusoid with period 1,884 days and amplitude 0.14 mag.
The uncertainty in the measured period is 88 days. Note that this does not reflect the
expected shape of the periodic waveform which will depend on the physical properties of
the system. MJD, modified Julian day.
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ABSTRACT

Graham et al. (2015a) reported a periodically varying quasar and supermassive black hole binary candidate,
PG1302-102 (hereafter PG1302), which was discovered in the Catalina Real-Time Transient Survey (CRTS).
Its combined Lincoln Near-Earth Asteroid Research (LINEAR) and CRTS optical light curve is well fitted to
a sinusoid of an observed period of ≈ 1, 884 days and well modeled by the relativistic Doppler boosting of the
secondary mini-disk (D’Orazio et al. 2015). However, the LINEAR+CRTS light curve from MJD ≈ 52700 to
MJD ≈ 56400 covers only ∼ 2 cycles of periodic variation, which is a short baseline that can be highly suscep-
tible to normal, stochastic quasar variability (Vaughan et al. 2016). In this Letter, we present a re-analysis of
PG1302, using the latest light curve from the All-Sky Automated Survey for Supernovae (ASAS-SN), which
extends the observational baseline to the present day (MJD ≈ 58200), and adopting a maximum likelihood
method which searches for a periodic component in addition to stochastic quasar variability. When the ASAS-
SN data are combined with the previous LINEAR+CRTS data, the evidence for periodicity decreases. For
genuine periodicity one would expect that additional data would strengthen the evidence, so the decrease in
significance may be an indication that the binary model is disfavored.

Keywords: quasars: individual (PG1302-102) — quasars: supermassive black holes

1. INTRODUCTION

Periodic light curve variability of quasars has been
predicted as an observational signature of supermas-
sive black hole binaries (SMBHBs) at sub-parsec sep-
arations, due to modulated mass accretion onto the
binary (e.g. D’Orazio et al. 2013; Gold et al. 2014;
Farris et al. 2014), or relativistic Doppler boosting
of the emission of the secondary black hole mini-
disk (D’Orazio et al. 2015). This predicted signature
has motivated several systematic searches for peri-
odically varying quasars in large time domain sur-
veys, including Graham et al. (2015a) (hereafter G15),
Graham et al. (2015b), Liu et al. (2015), Liu et al.
(2016), and Charisi et al. (2016), and spurred a num-
ber of recent claims of (quasi-)periodicity (and bina-
rity) that were discovered serendipitously or in previ-
ously well-known AGN1 (e.g. Dorn-Wallenstein et al.
2017; Kovačević et al. 2018). G15 reported a periodic

1 However, some of these claims have already been challenged:
for example, Barth & Stern (2018) pointed out some issues that
affect the Dorn-Wallenstein et al. (2017) analysis.

quasar and SMBHB candidate PG1302-102 (hereafter
PG1302), whose light curve from the Catalina Real-
Time Transient Survey (CRTS) can be fitted to a sinu-
soid of an observed period of P = 1884 ± 88 days over
the ∼ 9-year CRTS baseline. Its light curve including
the Lincoln Near-Earth Asteroid Research (LINEAR;
Sesar et al. 2011) data, which extends ∼ 0.5 cycles be-
fore the CRTS data, is consistent with the sinusoidal
fit, and archival photometry data from various tele-
scopes are largely consistent with the extrapolation of
the sinusoid ∼ 10 years before LINEAR, although their
sampling is sporadic.
While there have been multi-wavelength analyses of

PG1302 in the UV (D’Orazio et al. 2015), IR (Jun et al.
2015), and radio (Kun et al. 2015), which can pro-
vide key complementary clues about the true nature of
a variability-selected SMBHB candidate, the periodic-
ity of PG1302 remains unconvincing due to the small
number of cycles (Ncycle ∼ 2 over a combined LIN-
EAR+CRTS baseline). Vaughan et al. (2016) have cau-
tioned against claiming periodicity over such a small
number of cycles, as the stochastic variability (“red
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Figure 6. Best fitting of sinusoid model to the detrended (mean value is subtracted) observed light curve.

Photometric magnitudes are represented by error bars whereas model with dashed, red line. The best fitting

parameters are given in Table 2.

the repetition of the perturbation, but we can provide some general statistical estimates following

the prescription given in Schnittman (2005). If we assume that the characteristic lifetime of the

perturbation is about 400 days, as it is the duration of the Gaussian-like perturbation inferred from

our model, then the number of such events which could be expected with the life time between 400

and 450 days over the next 2000 days is about 1.7. Based on this pure statistical view, there is a

chance to detect a similar event within next few years.

In our analysis we considered one time event, because the data did not show any similar feature up

to now. The recurrence of perturbations is well analyzed by the magnetohydrodynamic simulations

directly producing the hot spots in the accretion flow and implying that these phenomena could be
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Figure 1. Modeled light curve of the SMBHB system during four orbital periods (see text): (a) Individual

light curves (L1, L2) of corresponding accretion disks of components m1 (doted) and m2 (dashed); (b) The

modeled light curve of the total luminosity (L1+ L2) emitted from the SMBHB. The luminosity is given in

relative units on y-axis, and time is given on x axis in days.

Summarizing, our SMBHB model provides following parameters: black hole masses m1, m2, m1 ≤

m2, their separation a, inclination of their orbital plane θ, eccentricity e which is the same for

both black hole orbits, orbital period P , time tpert when the outburst maximum occurs in the disk

of m2, maximum intensity Pint, and duration at half of perturbation Pdur.

3. DATA AND METHOD

In this study we used photometric light curve of PG1302-102 collected by LINEAR, CRTS and

ASAS-SN surveys that were employed for periodic analysis reported in Liu et al. (2018). A detailed

description of the data sets can be found in Liu et al. (2018, and references therein) and will not be re-

peated here. In order to apply our hybrid method for periodicity detection, we mitigate possible effects

of the gaps within the light curve, we pre-processed the photometric curve by modeling with a robust

Gaussian Process Regression (GP, machine learning) method as reported in Kovačević et al. (2018).

Here we use a GP with a non-stationary kernel to fit data, which is obtained by means of standard

unperturbed model of  Binary Black Hole

Kovacevic, Popovic, Simic, Ilic  2019
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to the following variation expression in time:

T pert
eff (R, t) = Teff(R) + Teff(R) · δT (t), (4)

δT (t) = Pint · exp

[

−
(t− tpert)2

P 2
dur

]

(5)

where Teff(R) is the unperturbed disk temperature profile. Note that a multiplication in the time

domain is equivalent to a convolution in the frequency domain. The Gaussian kernel is the physical

equivalent of the mathematical point. It is not strictly local, like the mathematical point, but semi-

local. Over its lifetime, the outburst produces a coherent temperature perturbation sampled by

a window function δT (t). Our numerical tests confirmed that the Gaussian-like perturbation of

temperature results in the Gaussian-like shape of curve luminosity. Perturbation is applied on the

disk temperature profile of the massive component and than superposed with an emission from the

less massive BH. As we can see in Eq. 5 the perturbation increases temperature at instant tpert, for

amount Pint and time Pdur.

Parameters of perturbation are found when comparing modeled and observed data, using

condition of minimization of statistical parameters which define the goodness of fit. Here we

intentionally modelled Gaussian-like perturbation using three free parameters (instead of two) in

order to allow more flexibility in the fitting procedure.

In Figure 2, as examples two hypothetical perturbations are present: first, that occurs 1800 days

after the beginning of the monitoring, with the intensity in maximum of Pint = 3.5% of the

total disk emission, and duration of 1000 days (upper left panel (a)); the influence on the massive

component light curve (middle left panel (c)) and the SMBHB light curve (bottom left panel

(e)) are also presented. Also, we explore a more realistic perturbation at around 5000 days after

the first observation, lasting for 400 days and with smaller intensity Pint = 2.5%. Its shape and the

effects are given in Figure 2 (right panels (b) and (d)). As can be seen from the bottom panels,

a perturbation in the disk of one of the SMBHB component can significantly deform the periodical

shape of a SMBHB light curve (compare (b) panel in Figure 1 with the bottom panels (e) and (f) in

Figure 2).

perturbed model of  SuperMassive Binary Black Hole

4 Kovačević et al.

mass of a less massive component m1, and more massive component m2, i.e. m1 < m2 and

q = m1

m2
) which orbit the barycenter of the system, in the plane inclined at an angle θ with respect

to the observer. Accretion disks around each black holes are coplanar with the orbital plane.

Both accretion disks are classical geometrically thin optically thick relativistic disk proposed by

Shakura & Sunyaev (1973), which are thermalized due to the friction of rotating matter and radiate

continuum emission in the UV, optical and IR band. The disk effective temperature (Teff) decreases

with the radius R, and is given with the following expression adopted from Lasota (2016):

Teff [K] = 2 · 105
(

108

mi

)1/4(
Rin

R

)
3

4

(

1−

√

Rin

R

)

(1)

where mi,i=1,2 is black hole mass and Rin is inner radius.

There are several empirical definitions of the radius of an accretion disk (Krolik & Hawley 2002),

and some more for slim accretion disks (Abramowicz et al. 2010). In our work the inner radius is

defined as Rin ∝ 10Rg, where Rg is the half of the Shwarzschild radius, because it emphasizes the

inner most place from which the UV/optical/IR luminosity originates. Moreover, we also consider

that the inner radius corresponds to the innermost stable circular orbit (ISCO).

To estimate the outer radius Rout in units of light days, we adopt the relation given by Vicente et al.

(2014), which is coming from the microlensing observations of quasars:

Ri
out[ld] =

1

2
· r0(

mi[M!]

109
)2/3. (2)

where r0 = 4.5(±0.7
1.6), and mass mi is given in solar masses. The outer radius of the accretion disks

around black holes in a compact binary system on a circular orbit, could be tidally truncated (see

Paczynski & Rudak 1980; Papaloizou & Pringle 1977; Roedig et al. 2014). We also consider this

scenario, setting the outer radius of the disk of the more massive component to Rout−lc ∼

0.27q−0.3a and of the less massive component to Rout−sc ∼ 0.27q0.3a, where a is a separation

of components, q = m1

m2
is the mass ratio of components, and m1 ≤ m2. The ratio of outer radii

inferred from Eq. 2 (Rout−lc

Rout−sc
∼ q0.67) is almost the same as in the case of tidally truncated binary

system considered above (Rout−lc

Rout−sc
∼ q0.6). Thus, Eq. 2 can be adopted for calculating the disk

dimensions.
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Figure 1. Modeled light curve of the SMBHB system during four orbital periods (see text): (a) Individual

light curves (L1, L2) of the corresponding accretion disks of components m1 (doted) and m2 (dashed); (b)

The modeled light curve of the total luminosity (L1+L2) emitted from the SMBHB. The luminosity is given

in relative units on y-axis, and time is given on x-axis in days.
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Figure 2. The influence of the different perturbations (the shapes are present in upper panels (a) and (b),

see text) on the light curve of more massive component (see middle panels (c) and (d) ) and the resulting

light curves (shown in bottom panels (e) and (f) ).
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Figure 4. Observed (orange points) and modeled light curve (blue points). Dashed black line represents

the modeled curve without white noise. Time is given on x-axis in days, whereas the flux ( note that the

observed light curve is previously expressed in magnitudes) in relative units is given on y-axis.

lnL = −
1

2
rTK−1r −

1

2
ln|K|−

N

2
ln2π (7)

where r is the residual vector between the mean flux predicted in a model and the observed flux

at each observation time ti. Here K = σ2
ijδij , δij = 1, i = j and δij = 0, i "= j, is the diagonal

covariance matrix where σ
2

ij is the variance. The fact that K is diagonal is the result of our earlier

evidence that the the data are uncorrelated. The variances are obtained as second derivatives of

the likelihood function with respect to the model parameters fitted to the data (i.e. as diagonal

elements of the Fisher information matrix). Note that due to different modeling approach, Liu et al.

(2018) applied their method only to the binned light curve, which consisted of 19 and 35 barricentric

points for LINEAR+CRTS and LINEAR+CRTS+ASASSN data set respectively, assuming that

these barycentric points are correlated as damped random walk. The same assumption of correlation

between data points was used in D’ Orazio et al. (2015) but the data set consisted of about 250
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Table 1. Inferred parameters of the model of the SMBHB system with Gaussian perturbation in the

accretion disk of the more massive component, defined in Section 2. Parameters AIC, BIC, AICnp,BICnp,

and AICnc,BICnc measure the quality of perturbed, non-perturbed and pure noise model, respectively (see

text).

m1 m2 a e tpert Pint Pdur P AIC BIC AICnp BICnp AICnc BICnc

[108M!] [108M!] [pc] [days] [%] [days] [days]

1 10 0.015 0 5300 1.7 330 1899 -4135 -4125 -3793 -3787 -3028 -3025

but still within the error bars. Setting inner radii of both disks to the value of ISCO does not affect

the simulated light curve, because the regions close to the black holes radiate photons of much higher

energies which do not contribute to the observed band directly. The assumption that the outer radii

of the larger and the smaller disks are defined by the tidal truncation (see Section 2), produces

negligible variation in the light curve amplitude of approximately several percents.

We used Eq. 2 to calculate the outer radius of both accretion disks, which ratio is around 4, that

is very close to the value of 4.6 in the case of tidally truncated binary system, taking into account

q = 0.1. The difference between these two ratios reflects difference in the luminosity of several

percents, additionally, we considered only the perturbation in the more massive component.

We compute the AIC (Akaike Information Criterion) and BIC (Bayesian Information Criterion)

parameters which define criteria for model selection and effectiveness (Table 1). In the computation,

our model produce simulated light curve for the same time points as given in the observed light

curve. Also, in order to have more realistic values of AIC and BIC parameters, model points are

computed at the same moment when data points are recorded. Small variations for AIC and BIC

values are possible since stochastic nature of included white noise. Note that AIC and BIC of our

models differ significantly from those obtained by Liu et al. (2018). This could be due to different

normalization of data as well as due to different models. Liu et al. (2018) model is a rational function

of short-timescale variance and characteristic time scale (see their equation 4). We calculated the

log-likelihood function (L) of the data yn given the parameters θ as follows
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Figure 5. 2D correlation map of all oscillatory patterns within the total observing time range 100− 5500

days, for preprocessed observed light curve (top) and modeled light curve (bottom). Both axes represent

periods (in days) in the curve. Diagonal correlation clusters means that oscillations are caused by physical

processes within PG1302-102. Values of correlation coefficients are given on colorbar. The clusters of high

correlation are marked in red with significance p < 0.00001. Dashed line marks detected period.
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Figure 6. Best fitting of sinusoid model to the detrended (mean value is subtracted) observed light curve.

Photometric magnitudes are represented by error bars whereas model with dashed, red line. The best fitting

parameters are given in Table 2.

the repetition of the perturbation, but we can provide some general statistical estimates following

the prescription given in Schnittman (2005). If we assume that the characteristic lifetime of the

perturbation is about 400 days, as it is the duration of the Gaussian-like perturbation inferred from

our model, then the number of such events which could be expected with the life time between 400

and 450 days over the next 2000 days is about 1.7. Based on this pure statistical view, there is a

chance to detect a similar event within next few years.

In our analysis we considered one time event, because the data did not show any similar feature up

to now. The recurrence of perturbations is well analyzed by the magnetohydrodynamic simulations

directly producing the hot spots in the accretion flow and implying that these phenomena could be
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Table 2. Best fitting parameters and their standard deviations of the sinusoid fitted to the detrended

observed data, defined by Eq. 6 in Section 3. The parameters χ2
red is reduced χ2 value of the fit.

A P ϕ B χ2
red

[days] [radian]

0.123 ±0.003 1950±150 4.74±0.84 -0.018±0.003 1.09

hump of PG1302-102 light curve, which effect is evident on the appearance of the correlation cluster

associated with this period.

Also, the hybrid method indicates that the periodicity of the observed light curve is very close to

the one found in the modeled one. Interestingly, our hybrid method gives almost identical period for

the modeled light curve without white noise.

As a further verification we fit a sinusoid to the detrended (mean value is subtracted) observed

light curve, which was selected based on reduced χ2 by being closest to 1. The obtained best fitting

parameters with their standard deviations are given in Table 2.

Figure 6 shows sinusoidal model (see Eq. 6 and Table 2 ) nicely describing the peaks and troughs

of the original data, with reduced χ2 value of 1.09.

The SMBHB model applied to the optical curve of PG1302-102 explains the variability of the

optical flux and its perturbation leading to slight changes in detected orbital period of the system.

The model recreates physical conditions in the accretion disk of a more massive black hole causing

attenuation and the dynamic properties of the system. On the other hand, the model cannot apriori

predict the repetition of the perturbation, but we can provide some general statistical estimates

following the prescription given in Schnittman (2005). If we assume that the characteristic lifetime

of the perturbation is about 400 days, as it is the duration of the inverted Gaussian-like perturbation

inferred from our model, then the number of such events which could be expected with the life time

between 400 and 450 days over the next 2000 days is about 1.7. Based on this pure statistical view,

there is a chance to detect a similar event within next few years.
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SUMMARY 
We develop a novel hybrid method in a search for oscillatory behavior of type 1 AGN.  
Light curves can be of arbitrary length and sampling rate, without assumption  of  the 
periodicity range. 
Hybrid method detects numerically periods, and produce 2D correlation maps of oscillations 
present in the two light curves. 

Using hybrid method we show a novelty  in the oscillatory patterns  of  the all surveys 
combined light  curves  of 5 well known type 1 AGN: 

i) periodic variations in   3C 390.3, NGC 4151,  NGC 5548 and E1821+643 

ii) differences in dynamical regimes:  
  - binary black hole candidates: 
    NGC 5548  chaotic regime  
    E1821+643 stable regime 

  -double-peaked Balmer line objects: 
   3C 390.3 oscillatory pattern rapidly fluctuate in 2D correlation space 
   Arp 102B no oscillations 

iii) confirmation of physical background of  detected oscillations: 
     our coupled oscillatory models describe oscillatory behavior in the  light curves 


